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Chapter 1 - Introduction

PeopleSoft Performance Monitor (PPM) is available in Enterprise PeopleTools 8.44 and higher. This Red Paper describes best
practices to setup, configure and maintain a Performance Monitor System. It also illustrates the use of PPM by providing some
examples.

The intended audience for this Red Paper is Performance Monitor administrators and analysts.

STRUCTURE OF THIS RED PAPER

This Red Paper provides the guidelines for setting up a Performance Monitor System in a production environment. It also
provides an estimate of the overhead introduced by enabling the Performance Monitor. In addition, there is an FAQ section that
addresses some commonly asked questions about Performance Monitor. Finally, it discusses the options available to manage
the large volume of data generated by the Performance Monitor.

Keep in mind that PeopleSoft updates this document as needed so that it reflects the most current feedback we receive from the
field. Therefore, the structures, headings, content, and length of this document are likely to vary with each posted version. To
see if the document has been updated since you last downloaded it, compare the date of your version to the date of the version
posted on Customer Connection.

RELATED MATERIALS

We assume that our readers are experienced IT professionals, with a thorough understanding of PeopleSoft’s Pure Internet
Architecture (PIA). To take full advantage of the information covered in this document, we recommend that you have a solid
grasp of PeopleSoft System Administration, Internet architecture, relational database concepts/SQL, and PeopleSoft
Application Architecture.

This Red Paper is not intended to replace the PPM and PTIA documentation delivered in the PeopleTools PeopleBooks. Before
you read it, you need to familiarize yourself with the Performance Monitor and PeopleSoft Pure Internet Architecture related
information in the PeopleTools PeopleBooks to ensure that you have a well-rounded knowledge of our technology.

Additionally, the PeopleSoft Server Administration and Installation course offered by Oracle University covers the PIA
Architecture in detail and provides an overview of PeopleSoft Performance Monitor. This training is highly recommended for
anyone seeking to maximize their use of PPM as a performance monitoring tool.

SUPPORT OF SELF MONITORING CONFIGURATIONS

PeopleSoft Performance Monitor can be used to monitor several systems simultaneously. When the PPM server monitors its
own activity, this configuration is called a “self-monitoring” system. For a variety of reasons, Oracle supports only
configurations where the monitoring system is a separate system from the monitored system(s). In other words, PPM should
have its own separate database server, web servers, application servers, and process scheduler.

INSTALLATION CONSIDERATIONS

As you get started with PeopleSoft Performance Monitor, you need to consider your goals in using the product. While PPM is a
very powerful tool, it can become quite complex and generate large volumes of redundant data unless it is configured and
maintained properly.

To help you think through this process, you need to first consider some questions that will help you design the monitoring
system and estimate the required storage for it. For example:

1. Which PeopleSoft environments will be monitored?

2. How many web server, app server, process scheduler domains exist in each monitored environment?
3. How much detail do you want to collect for a typical user’s activity?
4

How much performance data history do you want to retain?
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5. During normal operation, what Agent Filter Level do you think would be appropriate to use by default?

6. Do you want to use PPM to gather general system statistics, or simply be available for users to trace a particular
transaction?

7. Are there any firewalls, load balancers, and proxy servers anywhere in any of the monitored environments?

You can also refer to the Enterprise PeopleTools 8.52 PeopleBooks >PeopleSoft Performance Monitor > Estimating Your
Performance Database Size Overview for additional criteria to consider prior to setting up PPM.
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Chapter 2 - Setting up Performance Monitor for a Production Environment

This chapter discusses the settings and setup options for configuring a PPM monitoring system for a production environment.

SETTING UP THE MONITORING SYSTEM

The first step to setting up PeopleSoft Performance Monitor is to build and configure a monitoring system. This is the system
that will collect and report on the performance data collected from other systems. This section describes how to set up the
monitoring system.

To install the Monitoring System, follow these instructions:
1. Create (or upgrade) a database for the monitoring system.

An instance of a PeopleTools System database is adequate, but additional storage will need to be added to the
device/data file that contains the PPM Tables. Refer to the PeopleTools Installation Guide Chapter 7A for details.

The application DDL scripts are not needed since only PeopleTools tables are used for PPM. If you are building a
database from scratch, one simple approach is to build the new database with the Database Configuration Wizard
(DCW), and select Database Create Type = “PeopleTools System.” By default, the PeopleTools System databases do
not have any application tables.

Performance Monitor and the Environment Management Framework use a Global Unique Identifier (GUID) to
uniquely identify a PeopleSoft system. If you choose to clone an existing PeopleSoft database as the monitoring
system, make sure to set the GUID column in the PSOPTIONS table to a <space> before using it. The first time an
application server accesses the database, it will populate the GUID. (Please refer to the note that cautions about
directly manipulating PeopleTools metadata tables under the Cloning Databases topic on Page 30.)

2. Create an application server domain and enable Performance Monitor.
a. Configure the application server domain to contain at least 2 PSAPPSRV processes.

b. In the Quick Setup menu, turn on option “10. Perf Collator”. Enabling the Performance Collator option tells
Tuxedo to start a PSPPMSRYV process in the Performance Monitor application server domain.
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3. Deploy PIA to the web server.
During that process, write down the following information for use in later steps:

a. The web site name. The initial PIA setup automatically creates the default PeopleSoft site named ps. In
subsequent PIA setups, change the site name from “ps” to a unique value. The site name is used in the URL
used to access the system. In the following example CRMPROD] is the site name:

http://<machine_name>:<port_number>/CRMPROD1/signon.html.
b. The hostname
¢. The port number
d. The web profile name

4. Create a process scheduler domain.
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You need a process scheduler domain to run the PPM Archive, Reaper, and Look Up Application Engine programs.
Boot the web server, application server, and process scheduler domains.
Grant the User ID that will administer PPM access to the Performance Monitoring menu items.

There are various ways to provide this access, e.g. PeopleSoft delivers the PTPT1200 permission list with this access.
But, as is common with many delivered default configuration, the PPM Roles and Permission List are delivered as
representative examples that need to be customized to meet each Customer’s specific needs.

It is not uncommon for Implementation Teams to adopt the delivered Security configuration. Security settings were
will not apply universally to all Implementations, so we provide the extensive capabilities for Customers to configure
Security according to their specific needs. PTPT1200 was originally produced to address the internal needs of
PeopleTools Developers, and will not apply to most Customer Production Environments.

Using the PeopleTools (PT) delivered Permission Lists in Production is also undesirable because PeopleTools may
decide to change any PT Permission List and the Customer would potentially be impacted during the next upgrade.
Also, there may be many Customers who currently use our delivered Security Configuration in such a way that
WEBLIB_PPM access is properly isolated for them (very few people assigned the PeopleTools role), so they would
be impacted if we made a change.

Note: It is very important that the security role used to support PPM Monitoring menu items be tailored to meet specific customer
requirements. The default role PTPT1200 is provided only as an example and may provide excessive privilege for typical users.

Refer to the following reference for more details configuring your system’s security:
Enterprise PeopleTools 8.49 PeopleBook: Security Administration > Setting Up Permission Lists

Setup PPMI user security.

The PPMI User ID is used by the monitoring system to register itself with the PPMI Monitor Servlet. Creating a new,
dedicated user that is dedicated for this purpose is optional, but highly recommended. Only the security defined below
is needed for this user.

Navigate to PeopleTools, Security, User Profiles, User Profiles.
b. Create a new user profile, e.g. PPMAdmin

c. Assign the “PeopleTools Perfmon Client” role to the new user profile created above, to allow access to the

PPMI servlet.
General o f ) workflow Audit Links User D Gueries
User |D: PPMADmIn
Description: Ferftdon Administrator
B 4] o
Execute on a,
Server: PeopleTools Q). PeopleTools Route Contral — Wiew Definition  [+] [=]
Test Ruleds) Refresh
PeopleTools Perfrnon Q) gﬁgﬁ{emols REy Route Control  Wiew Definition  [+] [=]
=GOS RINELS) Flan Approver Q_ Approves plans Route Confrol  view Definition  [+] [=]
Process Monitor Fortal Administrator |G Portal Administrator Route Contral  Wiew Definition  [+] [=]
Serice Monitar
PracessScheduleradm| Q) :&?;?nss Scheduler Boute Control  Wiew Definition  [#] [=]

d. Click the Save button to finish creating the new user profile.
e. Confirm that this role contains the necessary permissions.

Click on the View Definition hyperlink to open the Role Definition for the new user, e.g. PPMAdmin.

[

General i Members Cynamic Members Workf ow Role Grant Links Role Queries Audit

Role Narne:  PeopleTools Perfmon Client
Description: PeopleTools Perfman Client

B g o I

'Permission List Description View Definition
PTFMCLMNT Q Perfrnan PPMI Client Wiew Definition ﬂ |E|
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f.  Click on the View Definition hyperlink to edit the Permission List for the “Perfmon PPMI Client” role.
g. Select the PeopleTools tab on the PTPMCLNT Permission List.

h. Make sure the PTPMCLNT Permission List has the Performance Monitor PPMI Access checkbox selected,
e.g.

General || Pages | Process i{ Sign-on Times |( Component Interfaces [ [¥)

Fermission List.  PTPMCLMT

Drezcription: Ferfrmon PPMI Client

PeopleTools Permissions

O Application Designer Access

Definition Permissions Tools Permissions Miscellaneous Permissions
Opata Mover Access
Cpefinition Security Access

Performance Moniter PPMI Access

Realtime Event Notification

Eealtime Event Motification Permissions

Data Archival
[JGenerate SoL CEait saL
CRun soL L Purge Audit
: Save :@‘Return to Search |:!|. Acicd UpdateDisplay

i.  Save the permission list.

9. Enter the Integration Broker Gateway information. This is required for allowing dynamic changes to monitor Agent
Filter Levels and parameters and immediate notification.

a. Navigate to PeopleTools, Integration Broker, Configuration, Gateways and enter the gateway URL, e.g.:
http://<host>[:port]/PSIGW/PeopleSoftListeningConnector

b. Enter the Gateway URL.

{2 MEw Wind ow
Gateways
Gateway ID LOCAL Inbound Gatewsays
Local Gateway [Load Balancer
URL|htlp:I.fgcs-pt-vm13.us.Dracle.cnm:SDDDIPSIGWIPEUpleSuﬂListeningCDn Fing Gatewsay

Gateway Setup Properties

Load Gateway Connectars

Connectors First 110 of 10 2
!Connector ID Description !Connector Class Hame

1 [ASITARGET [ [#52TargetConnector Properties =
2 [EXAMPLETARGETCONME | [ExamnpleTargetCannectar Properties =
3 [FILEOUTFPUT [ |SimpleFileTargetCannector Properties | [+] [=]
4 [FTPTARGET [ [FTPTargetConnector Properties =
5 [GETMAILTARGET [ [GetuaiTargetCannector Propetties =
& [HTTPTARGET [ [HttpTargetConnector Froperties =
7 [ IMSTARGET [ [IMSTargetGonnector Properties =
& [PSFTE1TARGET [ [pplicationke ssagingTargetCannector Froperties | [+] | [=]
9 [PSFTTARGET [ |PeaplesofTargetConnector Propetties =1
10 [SMTPTARGET [ [SMTPTargetConnector Propetties =

c. Click the Save button again.
This action will save the Gateway URL to the database.
d. Press Load Gateway Connectors

e. Click the Save button again.
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Each time you change the URL, you need to perform these last three actions in that specific sequence.
10. Select the Agent Filter Level.

On the monitoring system, confirm that the Agent Filter Level default is 04-Standard or higher. If the Agent Filter
Level is less than 04-Standard then the System Performance page may display the message “stale agent data
detected” for the monitored system.

a. Navigate to PeopleTools, Performance Monitor, Administration , Global Administration, System
Defaults

b. Confirm that the Agent Filter Level default is set to a value of 04-Standard.
If it is not, update it accordingly.

c. Ifyou updated the Agent Filter Level default, click the Save button to ensure that the Agent Filter Level is
saved to the database.

Perform this step every time you change the Agent Filter Level and before you perform the next step.
Forgetting to click the Save button at this point is a very common mistake made when configuring PPM - the
result is that the new Agent Filter Level value is not updated.

d. Click the “Apply to Current Systems” button to ensure that the Agent Filter Level default is applied to all
monitored systems.

System Defaults

After: I days O Delete Data O Archive Data & Archive Mothing

Allow Performance Trace

PIMU Timeout {days): 1 Agent PMU Sample Rate {1 u]
Agent Bvent Sample Rate (sec):| 300 Agent Heartheat Interval {sec):| 300
Agent Buffering Interval {sec): 10 Agent Max Buffer Size (bytes): 4194304
Agent Filter Lewvel: | 04-Standard £
Enable Usage Monitoring Buffer Size a0

Apply to Current Systems
e. To ensure that there was not a sequence error between steps ¢ and d above, reopen the System Default page
as explained in step a.
f.  Confirm that the Agent Filter Level is set to the value of 04-Standard.

If is not at this value, return to step c. above and repeat, making certain that you click the Save button before
applying the settings to the current systems.

11. Enter the Global Administration URL and User ID information.
Navigate to PeopleTools, Performance Monitor, Administration, Global Administration

Enter the information specified earlier in the PPMI URL, e.g.
http://<host>[:port]/ppmi/<web site>/

Note: The syntax of the value is very important - the URL must end with a forward slash “/*):

Copyright © 2013 Oracle USA, Inc. All rights reserved. 10
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Global Administration
'PPMIURL:  |httediges-ptvm 1 3.us.oracle.com:8000/ppmiips! . Ping PPMIURL |
‘PPMI User ID: |PPMAdmin [@] ‘PPMIPassword: [sesessss

[ Archive: Clear PMUS & Events
Collator Row Lirnit

Maximum Rows: a (0= Unlimited )

Search Row Limit

Maximum Rows: 1000

Performance Monitor Cluster
Only enter cluster LIRLs for scalahility and failover across multiple WehServers.

Cluster Members
!Member Serviet URL

| Register [#] [=]

Save and Motify Cluster

PPMConsole Settings

Enable PPMconsole Password sessssssesse

Note: SSL is not supported in the communications between the PPMI Monitor Servlet and the PSPPMSRYV Tuxedo server
process. Do not attempt to use https as the protocol designator in the PPMI URL.

c. Enter the PPMI User ID and password created in the previous step.
d. Click the Save button.
e. Click the Ping PPMI URL button to confirm that you can locate the PPMI servlet.

12. Schedule the Reaper Application Engine program.

The Reaper program does the following:

e Deletes all rows in the current PMU table (PSPMTRANSCURR) that are flagged for deletion.
o  Sets the status for expired PMUs to "timed out" in the current tables.
e Moves “timed out” PMUs to the history PMU table (PSPMTRANSHIST).

PeopleTools delivers a recurrence definition named PerfMon Reaper Recurrence, which is set to run every 15
minutes. This value is adequate for most installations.

To schedule the Reaper program for execution:
e Navigate to PeopleTools, Performance Monitor, Administration, Schedule Reaper
e Create a new run control, e.g. PPMReaper, or reuse one, as appropriate.

We recommend that this run control name be different from the other Archive processes.

Use PerfMon Reaper Recurrence, which by default runs every 15 minutes.
Process Scheduler Request

User Il VP1 Run Control ID: PPMReaper
Server Name: Run Date: [21/08/2012 B
Recurrence: Run Time: Resetto Current DateTirme
Time Zone: Q.
Select Description Process Hame Process Type Type ‘Format Distribution
Delete timed-aut Periman data PSPM_REAPER  Application Engine [wWebh [T w| Distribution

13. Schedule the Lookup Application Engine program.

Copyright © 2013 Oracle USA, Inc. All rights reserved. 11
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The PSPM_LOOKUP lookup program builds Performance Monitor’s internal lookup tables for the User ID table

(PSPMOPRDEFN), the components table (PSPMPNLGRPDEFN), and the performance trace names table
(PSPMPERFTRACE).

Navigate to PeopleTools, Performance Monitor, Administration, Schedule Lookup.

b. Create a new run control, e.g. PPMLookup, or reuse one as appropriate. We recommend that this run control
be different from the previous Archive processes.

Schedule Lookup

Run Control ID:  PPMLookup Repori Manager Process Monitor __ 9" |

c. Use PerfMon Reaper Recurrence which by default runs every 15 minutes.
If this recurrence is not available on your system, create a new one.

Process Scheduler Request

User ID: V1 Run Control ID: PFMLookup
Server Name: | PSURK v Run Date: |21/08/2012 [
Recurrence: | Peron Reaper Reci v Run Time: [15:00:00 Resetto Current DatefTime
Time Zone: Q,
Select Description Process Hame Process Type ‘Type ‘Format Distribution
Populates Permon Lookups PEFM_LOOKUIP Application Engine | Yeh w || THT w | Distribution

14. Schedule the Archive Application Engine program.

The archive program cleans up the current and history tables according to the archive options for each of the
monitored systems. By checking the Run %UpdateStats at the end check box, the archive program will run
%UpdateStats meta-SQL on both the history and archive tables after the archive program completes successfully.

a. Navigate to PeopleTools, Performance Monitor, Administration, Schedule Archive.

b. Create a new run control, e.g. PPMArchive, or reuse one as appropriate. We recommend that this run control
be different from the previous Archive processes.

c. Check the Run %UpdateStats at the end check box and submit the run control.

Schedule Archive

Run Control ID:  PPMArchive Report Manager Process Monitar Run

¥ Run %UpdateStats at the end

d. Use Daily Purge recurrence, which runs daily at 1:00 am by default.
If this recurrence is not available on your system, create a new one.

Process Scheduler Request

User ID: VP1 Run Control ID: PPMArchive
Server Name: | PSLINK hd Run Date: | 21/08/2012 El
Recurrence: | Daily Purge X Run Time; |01:00:00 Resetto Current DaterTime
Time Zone: Q
Select Description Process Hame Process Type ‘Type ‘Format Distribution
Archive perfarmance data FESPMARCH FSJab (Mane) w || (Money s | Distribution

15. Allow access to the PPMI Monitor Servlet diagnostic URL.

Copyright © 2013 Oracle USA, Inc. All rights reserved. 12
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This URL is very helpful when diagnosing setup and configuration issues with PPM. For security reasons, you may
choose to disable this access once the system is set up and functioning correctly. With PeopleTools 8.45 and higher,
access to this interface is disabled by default.

a. Identify the current web profile being used. To identify which web profile is used for a web server domain,
open the configuration.properties file under:

$PS_HOME/webserv/<web domain name>/applications/peoplesoft/PORTAL/WEB-INF/psftdocs/<web
site>.

Look for the string “WebProfile” in this file to determine the current web profile.
b. Navigate to PeopleTools, Web Profile, Web Profile Configuration.

Open the web profile identified in step a.
d. Select the Custom Properties tab.
e. Add a Property Name “PPMConsole”, type Boolean, Property Value of “true”.

@ Wirtual Addressing Cookie Rules Caching Dehugging Look and Feel

Profile Name: PRCOD

L3 La
'Property Name Validation Type Property Value
FPMConsole Boolean v true [+ [=]
checkForDuplicateCookies Boolean | [false +] [=]
noDefaultSignonF ordiorkdow Boolean | |[false +][=]

f.  Save your changes.

g. Reboot the web server domains.

SETTING UP THE MONITORED SYSTEM

A PPM monitoring system can collect data from multiple monitored systems. This section focuses on the steps required to
configure each of the monitored systems. Complete the following steps on each of the monitored systems.

1. Grant the User ID that will configure PPM access to the Performance Monitoring menu items.

The easiest way to accomplish this is to link the User ID to the PeopleSoft delivered PTPT1200 permission list that
authorizes the required access. Please refer to the following reference for more details on configuring your system’s
security:

Enterprise PeopleTools 8.49 PeopleBook: Security Administration > Setting Up Permission Lists
2. Setup User Level Performance Trace privileges.

Grant permission to access the WEBLIB_PPM WebLib to User IDs that will be initiating performance traces on
demand . When the user logs on, the Performance Trace URL will be enabled in the default page header, near the log
out URL.

An authorized user can override the system default Agent Filter Level when requesting a Performance Trace. If the
user session is timed out before stopping the trace, the performance trace is terminated and the Agent Filter Level
reverts back to the System setting.

3. Confirm that the PPM agents are enabled.

In the monitored system, review the [PSTOOLS] section in the application server and process scheduler domain
configuration files (i.e. psappsrv.cfg and psprcs.cfg).

Copyright © 2013 Oracle USA, Inc. All rights reserved. 13
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Ensure that they are set to “EnablePPM Agent=1".
[PSTOOLS]
General settings for PSTOOLS

This will suppress SQL error dialogs. This option helps prevent

SQL injection attacks by only writing SQL errors to the log files

(and not displaying them to a user.)

Suppress SQL Error=1

Uncomment this to specify an alternate directory to search for Interface Drivers.
Business Interlink Driver Directory=

Set the value to 1 to Enable PPM Agents,0 to disable PPM Agents

EnablePPM Agent=1

If a change is made to the setting, restart the domain.
4. Confirm that the web profile is configured to enable PPM.
a. Open the currently used web profile.
b. Confirm that the Enable PPM Agent box is checked in the web profile
c. Confirm the PPM Monitor Buffer Size is 51,200 KB (or at least greater than zero).

[> Mobile Demo
[ Manage Assets
[ Worklist 4
[> Application Diagnostics Security Wirtual Addressing Cookie Rules Caching Debu%ing Look and Feel E)
[ Tree Manager
[ Reporting Tools Profile Name: FROD \ew Histo
= PeopleTools Save As .. ALlewi Ristory
[ Mohile Sync Framework
[ Security
[> Utilities Authentication Domain: | \D
[= WWorkflow

I Portal Help URL: | ©)
[ Search Engine

I Personalization lcompress Responses (2
[> Process Scheduler -omi ! @
[> Cube Manager

[> Application Engine

[> Query Access Services - N .
[> Integration Braker Compress Mime Types: [applicationsejavascript textjavascript texticss texthtml @

[ REM Server Configuration
[> Setup Manager Flcompress ouery \3)
[> MultiChannel Framewaork

I Archive Data Save Confirmation Display 3000 Miliseconds (7
[> Data Archive Manager Time: !

[> Translations
[ EDI Manager Enable Processing Message@
[> Mass Changes
[> Performance Manitar [“IEnable New Window \D

= Weh Profile
I “IEnable PPM Agent \D I

—\Web Prafile Histo PPM Monitor Buffer Size: ’751 200 KEI\D

Pl Al Pl -

Description: [Instaliation Defaults

Compress Response Referenc es@

d. Ifany changes are made to this page, restart the web server to ensure the web profile is reloaded, so the
system will recognize the changed parameter settings.

5. Specify the Monitor URL.

To enable PPM on a monitored system, populate the Specify Monitor URL with the monitoring system PPMI Monitor
Servlet.

Log into the monitored system.
b. Navigate to PeopleTools, Performance Monitor, Administration, Specify Monitor.

c. Enter the Specify Monitor URL information, making certain that it ends with a forward slash (/).
http[s]://<host>[:port]/monitor/ps/
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= Performance Monitor
[+ System Maonitor
[= Analytics
[+ History
= Administration
[> Meta-data
— Global Administration
— System Defadlts
— System Definitions
— Agent Definitions H §
e Fiere Specify Monitor
— Schedule Reaper
— Schedule Archive ‘uRL:l  |httprgcs-ptvm 1 3.us.oracle.com: 000 monitorp s
— Schedule Lookup
Maintenance Ping Test Save and Ping FPM

— Specify Monitor
[ Wieh Profile

The communication between the Monitoring Agents and the PPMI Monitor Servlet can be secured using
Basic Authentication and Digital Certificates. This configuration is described in the PeopleTools Security
Red Paper available on My Oracle Support. Once the appropriate security is configured, use “https” as the
protocol designator.

d. Click the Save button.
e. Click the Ping Test button to make sure your system can locate the PPMI Monitor Servlet.

This will confirm the communications path between the monitored system’s PSAPPSRYV process(es) and the
PPMI Monitor Servlet on the monitoring system.

6. Reboot the web server, if necessary.

If you are enabling Performance Monitor for the first time, you do not need to reboot either the web server or
application server domains of the monitored system(s). If the Monitor URL has ever been defined to a value other
than NONE , then the next time you change it to another URL , i.e. pointing to a different monitoring system, or back
to NONE, you must reboot the web server and application server domains of the monitored system.

7. Log into the monitored systems to trigger web server agent registration.

8. Wait for one agent heartbeat interval to allow full registration.

CONFIRMING PERFORMANCE MONITOR IS OPERATIONAL

This section lists the steps to follow to confirm that the PeopleSoft Performance Monitor systems are functioning correctly.
Before proceeding with this section, ensure that all of the steps in the previous two sections have been carefully followed and
no errors were produced during the setup process.

To verify that the common issues are resolved, follow the steps outlined below. If you are unable to resolve any of these issues,
use MetaLink to generate a Service Request with Global Customer Support.

1. On the monitoring system, confirm that the Performance Collator is started. The PSPPMSRYV process should be
running in the monitoring system’s application server domain. If it is not running, the PPMI Monitor Servlet running
on the web server will not activate. To check the status of the PSPPMSRYV process, do the following:

a.  Run the psadmin command for the monitoring application server domain.

b. Select Application Server, Administer Domain and choose the monitoring domain.
c. Select Domain status menu, Server status.

d. Verify that the PSPPMSRYV process is running.

2. On the monitoring system, confirm that the Agent Filter Level default is set to the value 04-Standard or higher. If the
Agent Filter Level is less than 04-Standard then the System Performance page may display the message “stale agent
data detected” for the monitored system.

a. Navigate to PeopleTools > Performance Monitor > Administration > Global Administration > System
Defaults
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System Defaults

After:| D days O Delete Data O Archive Data ® Archive Nothing

Allow Performance Trace

PMU Timeout {days): 1 Agent PMU Sample Rate {(17X): 0
Agent Event Sample Rate {(sec):| 300 Agent Heartheat Interval {sec):| 300
Agent Buffering Interval (sec): 10 Agent Max Buffer Size (bytes): 4194304
Agent Fitter Level; | 04-Standard v
Enable Usage Monitoring Buffer Size 50

Apply to Current Systems

b. Confirm that the Agent Filter Level is set to the value 04-Standard.
c. Click the Save button to ensure that the Agent Filter Level is saved to the database.

Perform this step every time you change the Agent Filter Level, before you perform the next step. Forgetting
to click the Save button at this point is a very common mistake made when configuring PPM.

d. Click the Apply to Current Systems button to ensure that the Agent Filter Level is applied to all monitored
systems.

e. To ensure that there was not a sequence error between steps c. and d. above, reopen the System Default page
as described in step a.

f.  Confirm that the Agent Filter Level is set to the value 04-Standard.

If not, repeat step c. above, making certain that you click the Save button before applying the settings to the
current systems.

Review the monitoring system’s application server logs to confirm that the collator PSPPMSRYV process registered
with the PPMI Monitor Servlet.

In order for PPM to initialize properly, the PSPPMSRYV process must contact the PPMI Monitor Servlet and complete
the registration process. After this registration occurs, the PSPPMSRYV process will send the desired Agent Filter
Level to the PPMI Monitor Servlet, which will then broadcast that setting to each monitored system as it registers.

Open the current application server log file of the monitoring system which is typically located in:
$PS_HOME/appserv/<domain>/LOGS/APPSRV_smmdd.LOG:

When the PSPPMSRYV registers with the PPMI Monitor Servlet, the following highlighted message is written to the
application server log file:

PSPPMSRV.8709 (0) [10/29/12 06:08:56](0) PeopleTools Release 8.52.06 (Linux) starting. Tuxedo
server is PPMGRP(91) /100

PSPPMSRV.8709 (0) [10/29/12 06:08:57]1(3) worker Thread Starting

PSPPMSRV.8709 (0) [10/29/12 06:09:09](0) collator registered with Monitoring Server
PSPPMSRV.8709 (0) [10/29/12 06:08:57](3) New PPMI URL. Starting Registration sequence
PSPPMSRV.8709 (0) [10/29/12 06:09:09](0) collator registered with Monitoring Server

Review the monitored system’s application server logs to confirm that the agents registered with the PPMI Monitor
Servlet.

When a PPM-enabled process is started, one of the first things it does it look to see if the PPM Monitor Server URL is
populated with a value other than NONE. If the field is populated, then the agent will spawn a JVM and attempt to
register with the PPMI Monitor Servlet.

Open each current application server log file of the monitored system, which is typically located in
$PS _HOME/appserv/<domain>/LOGS/APPSRV_mmdd.LOG.

When the agents register with the PPMI Monitor Servlet, the following highlighted message is written to the
application server log file:
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10.

11.

12.

PSAPPSRV.8656 [10/29/12 06:09:55](2) (PerfMon Agent) Registered successfully ID:12
PSAPPSRV.8675 [10/29/12 06:09:56](2) (PerfMon Agent) Registered successfully ID:13
PSSAMSRV.8694 [10/29/12 06:09:56](2) (PerfMon Agent) Registered successfully ID:14
PSMONITORSRV.8768 [10/29/12 06:10:02](2) (PerfMon Agent) Registered successfully ID:15

Review the monitored system’s web server logs to confirm that the agents registered with the PPMI Monitor Servlet.
When a PPM-enabled web server is started, one of the first things it does is look to see if the PPMI Monitor Server
URL is populated with a value other than NONE. If the field is populated, then the agent will attempt to register with
the PPMI Monitor Servlet.

Open each current web server log file of the monitored system, which is typically located in:
e WebLogic: $PS_ HOME/webserv/<web server domain name>/logs/ PIA weblogic.log

e  WebSphere: § PS HOME /webserv/<profile name>/logs/server/SSERVER_NAME>/ WebSphere
SystemOut.log

e  Oracle application server: SOAS HOME/opmn/logs
When the web server registers with the PPMI Monitor Servlet, the following highlighted message is written to the web

server log file:

#i###<Nov 29, 2012 8:24:10 AM EDT> <Info> <ServletContext-> <gcs-pt-vml3.us.oracle.com> <PIA>
<[ACTIVE] ExecuteThread: 'O' for queue: 'weblogic.kernel.Default (self-tuning)'> <<anonymous>> <>
<cc28c228418a5190:-2a5b2af:1390b56157a:-8000-000000000000002a> <1344515050363> <BEA-000000>

<PerfMon Agent Registered gcs-pt-vm1l3:8000:4430 type:WEBRESOURCE system:25fc6bc2-5ce8-11e1-8803-
fc2cef823c43 Assigned ID: 16 Filter: 4>

####<Nov 29, 2012 8:24:10 AM EDT> <Info> <ServletContext-> <gcs-pt-vml3.us.oracle.com> <PIA>
<Thread-15> <<anonymous>> <> <cc28c228418a5190:-2a5b2af:1390b56157a:-8000-0000000000000006>
<1344515050364>

<BEA-000000> <Registered successfully ID:16>
Review the monitored system’s process scheduler server logs to confirm that the agents registered with the PPMI
Monitor Servlet.

When a PPM enabled process scheduler process is started, one of the first things it does is look to see if the PPMI
Monitor Server URL is populated with a value other than NONE. If the field is populated, then the agent will attempt
to register with the PPMI Monitor Servlet.

Review the monitored system’s process scheduler logs to confirm that the process scheduler agents registered with the
monitoring servlet.

Normally you will see that at least one process will register, PSMONITOR. If the system is configured with a master
scheduler, a second process will register, called PSMSTPRC.

Open each current process scheduler log file of the monitored system(s), which is typically located in:
$PS_HOME /appserv/ prcs/<scheduler name>/LOGS/APPSRV_mmdd.LOG:

This is what PSMONITOR looks like when it registers:

PSMONITORSRV.3888 [10/30/12 23:12:59](2) (Perfmon Agent) Registered Successfully ID:1
If the master scheduler is enabled, this is what the PSMSTPRC process looks like when it registers.
PSMSTPRC.3796 [10/30/12 23:13:471(2) (PerfMon Agent) Registered successfully ID:8

[PT8.45 and higher] ] On the monitoring system, confirm that the clients have registered properly with the PPMI
Monitor Servlet Diagnostic URL. In this step, a “client” or “ppmiclient” is another name for a Monitored System.

a. Enter the PPMI Monitor Servlet diagnostic URL as follows via a web browser.
http://<host>:<port>/monitor/<site>/?cmd=ppmiclients

b. The message “Monitor Console is disabled in this profile” indicates that the PPMConsole custom property
was not properly set in the current web profile as indicated in a previous section.

If changes are made to the web profile to correct this problem, be sure to restart the monitored system’s web
server so the changes will go into effect.
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Chents -- CurrentTime: Thu Mov 22 21.20:15 EST 2012
Bucue Estimated Ttem Estimated Max Runming
Group Id il Queue Bytes 3 Avg || LastComm | Limit
Length i Processed Size i
Size Processed Size
Mow 22,
e R T e 0 120536 119473284 215931278399 || [2012 2428800
fc2cefB23c43 pt-wm13.us oracle. com:43780
91940 Phi
——
1 Sessions, 1 chents

Review the output of the Show Clients page:

d. Each monitored system is listed in the Group column.

e. Confirm the value of the Limit field.
This value is the maximum size of the buffer per performance collator/PPMI client kept at the PPMI Monitor
Servlet. This value is defined in the web profile as the PPM Monitor Buffer Size.

f.  If you make a change in the web profile to address an issue with this step, restart each of the monitored

systems’ web servers so the changes will go into effect.

13. [PT8.45 and higher] On the monitoring system, confirm that the agents have registered properly with the PPMI
Monitor Servlet Diagnostic URL. In this step, there should be an agent for each process on the monitored system that
has registered with the PPMI Monitor Servlet.

a.

http://<host>:<port>/monitor/<site>/?cmd=agents

Enter PPMI Monitor Servlet diagnostic URL as follows in a web browser.

was not properly set in the current web profile as indicated in a previous section.

The message “Monitor Console is disabled in this profile” indicates that the PPMConsole custom property

If changes are made to the web profile to correct this problem, restart the monitored systems’ web server so
the changes will go in effect.

Review the output of the Show Agents page.

The Id column should correlate with each Agent ID that registered, as reviewed in the previous steps:

Agents -- CurrentTime: Thu Nowv 22 21:29.48 EST 2012

Systern 25fcfbe2-e0ed-11e1-E203-fc2cef323043

|I[l| LastComin |Filte-1‘ Buf-Size |Sen[l—Itvl |Hem‘tBez1t Sample-Ttvl |UserT1‘ace |Sa1n11]j11gRate SamplingFilter
[17[Mov 22, 201292753 P s B194304 (10000  [300000  [300000  firue o lo
[16 [Mov 22, 201292858 Prafa B194304[10000  [300000  [300000  |true o o
[19Mov 22, 201292937 M4 19430410000 [300000 300000 |true o o
oo 22, 201292816 s B194304 (10000  [300000  [300000 firue o lo
[25 Mov 22, 201292701 P1ifa B194304 (10000 [300000  [300000  |true o o
l26ov 22, 201292703 P0afs B194304[10000  [300000  [300000 firue o lo
(11 Mov 22, 201292520 PMi 4 B194304 10000  [300000  [300000  |true o o
[12[Mov 22, 201292937 Pt 194304 (10000 [300000  [[300000  |true o o
[13[Nov 22, 201292530 s B194304 (10000  [300000  [300000  firue o lo
[14 Mov 22, 201292719 1t B194304 (10000 [300000 300000 |true o o
[15 Mov 22, 201292555 P4 19430410000 [300000  [[300000  |true o o

Standard.

If no systems are displayed, ensure that the monitoring system is set to an Agent Filter Level of 04-

If it is not set to 04-Standard, carefully perform the step “Configure Agent Filter Level” in the previous
section “Setting Up the Monitoring System” If you make a change at this point, restart the monitored
system’s web server, application server, and process scheduler. Return to the beginning of this section and

repeat the steps to confirm that the various components are working as expected.
Confirm that the agents for each monitored system appear on the list.

There should be a domain agent for each web server, each PPM-enabled application server process, and each
PPM-enabled process scheduler process.
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f.  Verify that the Keep Agent buffering interval (Send-Itvl) for each monitored system is set to a reasonable
value.

The default is 10,000 milliseconds (10 seconds), which should be adequate for most installations.

g. Confirm that for each registered system that the Agent Heartbeat Interval (HeartBeat) and Agent Event
Sample Rate (Sample-Itvl) should also be set to a reasonable value.

The default for both is 300,000 milliseconds (300 seconds), which should be adequate for most installations.
h. Verify that the Agent buffer size for each monitored system has a non-zero value.

If this value is 0, the agents will never be able to collect performance data. The default value is 4MB, which
should be adequate for most installations.

14. On the monitoring system, ensure that the PMU data is being received.
a. Navigate to PeopleTools, Performance Monitor, Administration, System Performance

b. Ifthere are multiple systems being monitored, select the desired system. The following page will be

displayed:
System Performance
System ID: 2 Database Name: FICMI2PS Last Page Refresh: 031252012 06:54:39 Refresh
Wiew in Grid
User Sessions: 1 Current User Sessions [ Average [J std. Dev.
Tuxedo Requests Queued: 0 User RESPONSE —je— =
Jolt Reque st —jem
PMUs in Past Hour: A4 OpenPMUs  Completed PMUs Application Server —a
S5QL — —_——
Alarms in Past Hour: 16 Alarm History —y—|—|—|—|—|—|—|
N 4] 2,500

Batch Jobs in Process: 1 Master Scheduler

Duration (ms)

Batch Jobs in Queue: 1

%o JUM Memory JOLT %

Hame HostPort Filter Level Sessions in Web-App Execute Threads Established Sockets
Free {byte:
peoplesait ges-ptwrn1 3:8000:4430 [ BB 1 225484 52 34
o Hard Page Total Tuxedo Total Tt
1 o & o
Hame HostPont Filter Level s CPU Used % Memory Used EaultsfSeconi c Requests O
APPDOM e - 051 B4 91 0 3

w1 3.us oracle.com:9000

Note: This is a Static PIA page, so the Refresh button must be clicked to ensure that the displayed data is current.

c. Next to each web server, application server and process scheduler the yellow triangle indicating “stale agent
data” will disappear as data is received from the associated agents.

d.  Once you have confirmed that the yellow triangle is not displayed next to a server, manipulate that monitored
system to ensure that PMU data is being sent to the monitoring system.

e. Confirm that the values in the Performance Indices section indicate that the monitoring system is receiving
PMU data from the monitored system.

15. Set the Agent Filter Level as desired. Once the PPM is configured and confirmed to be working properly, you can
individually set the Agent Filter Levels on types of agents for a given monitored system.

Note that it is not typically necessary to override the System Agent Filtering Level.

a. Navigate to PeopleTools, Performance Monitor, Administration, Agent Filters.
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Agent Filters

Systemn ID: 2 Database Name: FSCMIZPS

Reset All Filters: b Apply
Agent Tvpe LastUpdate User 1D Last Update Date Time Lilter Level
PERFMON 0300812012 07:06:38 04-Standard v
PSAPPSRV VP 03008/2012 06:1 2:04 04-Standard v
PSMONITORSRY VP1 0300812012 06:1 2:04 04-Standard v
PSMSTPRC WP 03408/2012 06:1 2:04 D4-Standard w
PSSAMSRY VP 03408/2012 06:1 2:04 04-Standard v
WEBRESOURCE WP 03408/2012 06:12:04 04-Standard w
WEBSERVER VP 03008/2012 06:1 2:04 04-Standard v

Save and Notify Agents

b. Adjust the Agent Filter Level as desired.
c. Click the Save button.
d. Click the Save and Notify Agents button.

TROUBLESHOOTING PERFORMANCE MONITOR SETUP PROBLEMS

This section provides some additional details related to common configuration-related issues. If you are unable to resolve any
of these issues, use MetaLink to enter a Service Request with Global Customer Support.

PerfMon Agent Error 500

Symptom: PerfMon Agent error 500 appears in the application server log of the monitored system.

PSAPPSRV.212 [12/02/12 08:55:00](2) (PerfMon Agent) Registration failed: Invalid response code from
server: 500 Site name is not valid. Check your url syntax and try again.

Recommendations: This message indicates that the agent is unable to connect to the PPMI Monitor Servlet. If you receive this
error, try the following steps to resolve it.

e Ifthis error occurs on a monitoring server for the PSPPMSRYV process, check the monitoring system’s PPMI URL on
the Global Administration page. If you change the URL, you need to reboot the web server, application server, and
process scheduler domains of the monitoring system. You may also need to restart the monitored systems to ensure
they are correctly registered.

e If this error occurs on a monitored server PSAPPSRYV process, confirm that the site name has been properly entered in
the URL field on the Specify Monitor page. It is easy to confuse the “site” name with the web server’s name. For
example, in the following URL the site name is “ps”.

http://myhost.mydomain.com:8080/monitor/ps/

e Ifthe web site was deployed with the name “psmon” this error will occur when agents attempt to connect to the
incorrect URL. If you change the Monitor URL, reboot the web server, application server, and process scheduler
domains of the monitored system.

e If this error occurs in the APPSRV _xxyy.log on a monitored server, confirm that the web site has been properly
deployed on the monitoring server. It is possible that the web server is running, but the web site is not deployed.

Repeated PSPPMSRYV Root Object Error

Symptom: A PSPPMSRY root object error appears in the application server log of the monitoring system. A sample of the
error message looks like:

PSPPMSRV.3112 (0) [12/02/12 09:43:16](3) Root Object request failed. PPMI response <?xml version="1.0"
encoding="UTF-8" 7>

<Envelope xmlns="http://schemas.xmlsoaporg.org/soap/envelope/">

<Body>

<omiError>

<error number="10">

<message>Login Failure</message>

</error>
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</omiError>
</Body>
</Envelope>

Recommendations: In the monitoring system, confirm that the following are correct:

1.

The PPMI User ID and password are correctly defined on the PPM Global Administration page. Navigate to
PeopleTools, Performance Monitor, Administration, Global Administration to verify the settings.

The PPMI User ID is attached to the “PeopleTools Perfmon Client” role. Navigate to PeopleTools, Security, User
Profiles, User Profiles, and check the settings on the Roles tab to verify the attachment to the role.

The “PeopleTools Perfmon Client” role is associated with the “PTPMCLNT” permission list. Refer to the Permission
Lists tab under PeopleTools, Security, Permissions & Roles, Roles.

The “PTPMCLNT” permission list grants access to the PPMI servlet. Refer to the PeopleTools tab under
PeopleTools, Security, Permissions & Roles, Permission Lists. Make sure the Performance Monitor PPMI Access
checkbox is selected. Save the changes you made. Performance Monitor will be activated the next time the
PSPPMSRY process attempts to register with the monitor/PPMI servlets. There is no need to reboot the application
server domain of the monitoring system.

Agent Registration Error

Symptom: PerfMon Agent error 404 appears in the application server log of the monitored system.

PSAPPSRV.3092 [12/02/12 09:09:30](2) (PerfMon Agent) Registration failed: Invalid response code from
server: 404 Monitor not activated.

Recommendation: The performance collator (PSPPMSRYV) process has not been activated in the monitoring system, hence the
PPMI Monitor Servlet has nowhere to send PMU data. Reconfigure the monitoring server’s application server domain to
ensure the Performance Collator option is set to yes, as this is the option that enables the PSPPMSRYV process. Rebuild the
domain and restart it.

Stale Agent Data Detected

Symptom: An M icon with the “Stale Agent Data Detected” message appears at the top of the System Performance page.

Recommendation: This symptom indicates that a displayed component has not reported data in within the sampling interval
specified by the last Agent Event Sample Rate (Default value is 5 minutes.). It can be caused by many different issues.

If this symptom occurs, take the following steps as part of your troubleshooting strategy:

1. Confirm that the monitoring and monitored systems are set up correctly. The previous sections explain the
detailed steps needed to properly configure PPM. Ensure that you have performed those setup steps correctly.

2. Examine the event data. It is possible that the event data is older than the specified Agent Event Sample Rate.
This can happen when a domain is booting up and an agent has yet to report the first event data. If this is the case,
after data is collected, refresh the page.

3. Check to see if one of the monitored domains is inactive, or has been shutdown. There is no need to change any
of Performance Monitor’s settings. Refer to the Inactivate Unused Agents topic in the Tips On Administering
The PeopleSoft Performance Monitor section later in this chapter.

4. Review the monitor Agent Filter Level parameter setting on the monitoring system. It may be set so that no data
is being sent to the monitoring server, e.g. 01-Standby or Off. In PeopleTools 8.45 and higher, the System
Default for the Agent Filter Level is 01-Standby for any systems registered with the performance monitor. If this
is the issue, set the Agent Filter Level to 04-Standard and click the Save and Notify Agents button and wait for
the next sampling interval to complete, which is determined by the Agent Event Sample Rate parameter value.

5. Ifa web server domain is the source of the “Stale Agent Data Detected” message, it could be the result of users
not having logged into that domain yet. Note that a web domain monitor agent will only register itself and report
event data to the performance monitor when the first user connects to the web server. To confirm that this is the
source of the “Stale Agent Detected message, log into the monitored system through all available web server
domains and then see if the message(s) goes away.

6. Determine if the Collator row limit has been reached for the PSPPMSRYV tracking tables. See the following topic
for further information on how to detect and resolve that issue.
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Collator limit is reached

Symptom: PSPPMSRYV agent reports the following message in the application server log of the monitoring system.
PSPPMSRV.1524 (0) [12/02/12 13:48:13](2) Row Limit reached. Not inserting data (209,43).

Additionally, you may see following message in the same log file due to side effects.

PSAPPSRV.1222 [12/02/12 13:53:00](2) (PerfMon Agent) Communication to Monitor Servlet failed.
Either the Performance Monitor URL is invalid or the Performance Monitor webserver is unavailable.
Exception: java.net.ConnectException: Connection refused: connect

Recommendation: The PSPPMSRYV process stops inserting data into the database immediately when the total row count of the
three tables, PSPMTRANSHIST, PSPMTRANSCURR, PSPMEVENTHIST, exceeds the maximum value. This will also cause
the “Stale Agent Data Detected” message to appear in the system performance page, even when everything else is setup
correctly.

In the monitoring system,
1. Navigate to PeopleTools, Performance Monitor, Administration, Global Administration.
2. Set Maximum Rows in the Collator Row Limit box to 0 (unlimited) or a higher number than the current value.

Click the Save button after changing the Maximum Rows value. The PSPPMSRYV process will pick up the new value
automatically, you do not need to reboot the application server or web server of the monitoring system. .

The “Stale Agent Data Detected” message should disappear from the System Performance page after one interval of the Agent
event sampling rate.

Note: When the collator row limit is reached, no more performance data will be inserted into the database by the Performance Collator.
However, the monitor agents continue collecting and sending performance data to the PPMI Monitor Servlet. The PPMI Monitor Servlet
continues publishing SOAP messages. Therefore, there will be no interruption to a 3rd party system integrated with Performance Monitor.

No Performance Data Is Collected

Symptom: No data is returned on the User Requests or Completed PMU pages.

Recommendation: This symptom can be caused by many different issues. Start your troubleshooting by confirming that the
monitoring and monitored systems are set up correctly. The previous sections explain the many steps needed to properly
configure PPM. Common explanations for this problem include:

1. Incorrect permission list or security settings.

Incorrect URL parameter values.

The performance collator option for the application server domain is not turned on.
The Agent Filter Level is set to 01-Standby.

The Collator Row Limit has been reached.

Incorrect values have been entered for the agent buffer and collator buffer parameters.
The Agent PMU Sample Rate (1/X) it set too high.

The Agent Event Sample Rate is set to 0.

e A S o

Incorrect Column Values in the PSPMTABLEMAP table

Symptom: No performance data is recorded by the performance monitor and the following message appears in the application
server log file.

PSPPMSRV.1255 [12/02/12 11:13:10](1) No row found in PSPMTABLEMAP (209,5)
Recommendation: The values in this table direct PPM where to store event and PMU data. The values should be

“PSPMTRANSHIST” for the PM_TRANS TBL NAME field, and “PSPMEVENTHIST” for the PM_EVENT TBL NAME
field. If these are incorrect, this error will be generated.

Note: Do not point the fields to any other database tables. If changes are made, none of the performance monitor charts and reports will be
populated
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These tables are populated in the PerfmonPurgeAll.dms data mover script.

Also, it is important to understand that when the Schedule Archive Application Engine program is running, these fields are
temporarily changed to “PSPMTRANSHISTCL” and “PSPMEVENTHISTCL”, respectively. This avoids table locking when
the Schedule Archive Application Engine program runs.

SCALING A MONITORING SYSTEM

The PeopleSoft Performance Monitor is designed to monitor one or more PeopleSoft systems. However, adding additional
monitored systems increases the potential for a large volume of event and PMU data to be generated. Therefore, it is helpful to
understand how to scale the monitoring system to handle the increased monitoring load.

Architectural Issues

From an architectural standpoint, there are two critical communication paths that need to be optimized to handle increased
volumes of event and PMU data:

1. Communication between the monitored systems’ Agents and the PPMI Monitor Servlets. Throughput can be increased
by adding additional PPMI Monitor Servlets into the architecture.

2. Communication between the monitoring system’s PPMI Monitor Servlet and the PSPPMSRYV processes. Since the
PSPPMSRY is responsible for storing Event and PMU data in the database, additional parallel processes can improve
throughput.

It is possible to setup a PPMI Monitor Servlet Cluster to distribute the load from the Monitoring Agents. For details on this
configuration refer to:

PeopleBooks > Performance Monitor > Administering the Performance Monitor System > Setting up Monitor Clusters

The following diagram shows a monitoring server configuration that has been scaled with multiple web and application
servers. It shows the various URLs that need to be used to ensure proper operation.

Global Administration
*PPMI URL: http://LB1.abc.com:83/ppmil/ps/

Cluster Members

*Monitor Serviet URL

Specify Monitor http://WS1.abc.com:81/ppmi/ps/
*URL: http://LB1.abc.com:83/monitor/ps/  http://WS2.abc.com:85/ppmi/ps/
Monitored System Monitoring System

1 : Monitor Agent

: 3rd Party System
LB1.abc.com:83 | aqii
HTTP/S " NHTTPIS

Loadbalancer \
SOAP
: - L Tl
WS1.abc.com:81 \ i
Web . Web Monitor|
Server | WS2.abc.com:§5 Setiar rgewer PPMI
AS1
AS2
AS3
Collator]
HCM Performance Monitor

Note: If using load balancing, use the load balancer's machine name in place of the host machine name in Specify Monitor URL and PPMI URL
of the monitored systems. Use the web server machine name in place of the host machine name in Cluster Member URL.
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Application Server Configuration

Like other Tuxedo processes, more instances of PSPPMSRYV can be started, to handle the load from the PPMI monitor servlet.
Change the following lines in the psappsrv.cfg, and reconfigure the Tuxedo domain.

[PSPPHSRV]

; UBBGEN =ettings

; Since Performance Collators do not advertise services Hax and Hin
; Instances must always be equal

Min Instances=3

Max Instances=3

Though PSPPMSRY instances are created as a Tuxedo Services, they communicate with PPMI Servlet using HTTP, not JOLT.
Therefore, traditional Tuxedo utilities used to gauge the load on a Tuxedo process will not produce accurate results. Also, there
is no PSPPMSRY spawning, so the Min and Max Instances must be set to the same value.

Avoiding Message Duplication

Each of the PPMI monitor servlets will make sure only one copy of a SOAP message will be sent to a group of PSPPMSRV
processes so that there is no duplicate data. If a 3" party system is integrated and subscribes to the SOAP message, then it will
be treated as a group different from the monitoring system. Again, only one copy of a SOAP message will be sent.

In the diagram on the previous page, AS1, AS2, and AS3 are different application server domains. Regardless of the number of
PSPPMSRY processes in the AS1, AS2, and AS3 domains, the PPMI servlets ensure that only one copy of performance data is
sent to those PSPPMSRYV processes.

The PPMI Monitor Servlet applies a Cache Array Routing Protocol (CARP) algorithm to balance the load among the group of
available performance collator (PSPPMSRYV) processes. The same CARP logic applies to a 3™ party system with multiple
processes listening to the SOAP messages.

TIPS ON ADMINISTERING THE PEOPLESOFT PERFORMANCE MONITOR

The PeopleSoft Performance Monitor is a complex tool that provides the performance statistics required to adjust a system
configuration to best meet customer needs. This section is a collection of helpful recommendations for PPM system
administrators.

Use an Alternate Monitoring System

You can direct all agents to send performance data from one performance monitoring system to another by changing the
Monitor URL. The procedure is as follows:

1. Log into the monitored system(s).

2. Navigate to PeopleTools, Performance Monitor, Administration, Specify Monitor.
3. Change the URL to point to the new monitoring system and click the Save button.
4. Reboot the monitored system to make sure all of the agents pick up the new URL.

Note that once an agent is active, it does not check if the monitor URL has been changed. Therefore, it is important to reboot
the servers so that the system recognizes the change to the Monitor URL.

Temporarily Disable the Monitoring of a System

To temporarily disable the monitoring of a system, perform the following steps:
1. Log into the monitoring system.
2. Navigate to PeopleTools, Performance Monitor, Administration, Agent Filters.
3. Select the monitored system to disable.
4. Select 01-Standby in Reset All Filters.
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5. Click the Apply button, then the Save and Notify button.

For this to work properly, the Integration Broker Gateway needs to be configured correctly. See the discussion in the previous
section, Setting up the Monitoring System, Step 8.

Stop the Monitoring of a System

To stop the monitoring of a system, complete the following steps:
1. Log into the monitored system you want to stop monitoring.
2. Navigate to PeopleTools, Performance Monitor, Administration, Specify Monitor.
3. Enter NONE in the URL field.
4. Click the Save button.
5

Recycle the servers of the monitored system.

Delete Data of an Old Monitored System from the Performance Monitor System

To delete performance date from an old monitored system, complete the following steps:
1. Turn off monitoring of the system whose performance data you want to delete.

If you did not turn off monitoring of the system (including recycling the servers), any active agent will register the
system and reappear.

2. Delete Data
a. Log into the monitoring system.
b. Navigate to PeopleTools, Performance Monitor, Administration, System Definitions.
c. Select the monitored system whose performance data you want to delete.
d. Set the Archive Mode parameter to Delete System.

e. Run the Schedule Archive Application Engine program to delete the system registration, agent registration,
and performance data from the performance monitor tables of the monitoring system.

Purge All Monitored Data From the Performance Monitoring System

To purge all monitored data from the monitoring system, perform the following procedure:
1. Shut down the performance monitoring system.
2. Log into Data Mover with a valid User ID.

3. Run the data mover script PerfmonPurgeAll.dms delivered in PeopleTools 8.45 and later <PS_HOME>/scripts. The
System ID and Agent ID sequences will restart from 1.

You do not need to shut down all monitored systems, only the monitoring system. While the monitoring system is down, all of
the active agents will stop sending data since the PPMI Monitor Servlet is not available. As soon as the purge completes and
the monitoring system is booted, all active agents and systems will re-register and obtain a new ID from the PPMI Monitor
Servlet.

Inactivate Unused Agents

Sometimes domains or servers definitions may no longer be valid due to configuration changes. Their agents will appear as
Stale Agents on the System Performance page. You can stop these agents from appearing.

1. In the monitoring system, navigate to PeopleTools, Performance Monitor, Administration, Agent Definitions.
2. Locate the correct Agent Definition by the System ID, and Agent ID, Agent Type, and Domain Monitor flag.

3. Check the Inactive Agent box.

4. Click the Save button.
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Agent Definition

System ID: 4 Database Name: FSCM31B

Agent ID: 1 Domain Name:  FRCSDOM

Agent Type: PSMOMITORSRY Domain Type: Process Scheduler
Domain Monitor: fes

Server Instance: 1
Domain HostPort:  ges-ptvm1 2. us.oracle.corm:

Domain Directory:  jhomel/psadm 2ipstipte 51lappserdprosiPRCSDOM

Cimactive Agent

Removing Timed Out PMUs

The PMUs generated by the transactions are stored in the current PMU table, PSPMTRANSCURR. When PSPPMSRYV gets
notified that an open PMU has finished by receiving a stop, it flags the corresponding PMU start and update rows in the current
PSMTRANSCURR table for deletion. When the Reaper Application Engine program executes, it deletes all the rows in the
current PMU table (PSPMTRANSCURR) that are flagged for deletion, and inserts a row for the completed PMU in the
PSPMTRANSHIST table.

However, some transactions may run for a long time and exceed the timeout value allowed, which results in “timed out
PMUs.” When the Reaper program executes, it sets the status for expired PMUs to timed out in the current tables, and then
moves the timed out PMUs to the history PMU table, PSPMTRANSHIST.

Reduce PMU Sampling

You may not want to monitor every request submitted to the system. To reduce the amount of performance data collected, set
the Agent PMU Sample Rate on the System Definitions page to a positive integer “N.” As a result only one out of every N
server requests generates PMUs. Once a request is being sampled, all PMUs are generated at the Agent Filter Level set for each
agent type involved in processing the request.

The following PMU types are always monitored regardless of the Agent PMU Sampling Rate setting.
e PMU 108-user sign off
e PMU 109-user log on
e  PMU 116-user being redirected to other sites

Use Sample Queries to Extract Information

Performance Monitor comes with the following three sample queries. Each query has two versions. One version queries the
PPM history tables, and the other queries the PPM archive tables. Note that the date/time format is “MM/DD/yyyy
hh[:mm:ss(A/P)M]” or “MM/DD/yyyy hh[:mm:ss]” if using a 24-hour clock, where month (MM) and date (DD) are numeric.

e Component Cache Misses: This query returns all application server requests for a specific system that had to retrieve
metadata from the database as opposed to the cache. It also shows the file cache and memory cache for comparison.

e Timed Out SQL Statements: This query returns information from the PMU (history or archive) table while joining
information stored in the event table. It retrieves all PMU 400's (Tuxedo Service PCode and SQL) that were running
SQL statements when an Event 500 (JOLT Service Exception) was received. It is assumed that this exception
occurred because of a timeout, but it could also have been due to an application server outage or a JOLT error.

e  Server Process Starting Count This query returns the number of times a server process boots in a web server,
application server, or process scheduler domain within a specified period.

Export and Import Performance Data

Since PeopleTools 8.45 a data mover script, PerfmonDataExport.dms, is delivered that allows you to export performance
data from the monitoring system database for a specific System ID, a specified time range, or a performance trace.
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You need to edit the script so that it is appropriate for your environment. This script can also be used on monitoring systems
running PeopleTools 8.44 as well.

Since PeopleTools 8.45 an associated data mover script, PerfmonDatalmport.dms, that allows you to import performance
data extracted by the PerfmonDataExport.dms script. This script can also be used on monitoring systems running
PeopleTools 8.44 as well.

Note: Do not run PerfmonDatalmport.dms on a “live” system. The script uses the REPLACE * command. As a result, current data may be lost.

Understand when a Reboot of the Web and Application Server After Configuration Changes is
Required

Here are some guidelines regarding when you should restart various system’s components after making changes:

e If you change the PPMI URL, the entire monitoring system must be rebooted, including the web server, application
server, and process scheduler domains.

e If you change the Monitor URL on a monitored system, the entire monitored system must be rebooted so that all of
the agents can pick up the new URL address. This is important even if the value is set to NONE.

e If you switch the Agent Filter Level from an active value (01-Standard, 02-Error, 03-Warning, 04-Standard, 05-
Verbose, 06-Debug) to OFF, the entire monitored system must be rebooted.

e Ifthe system is setup correctly, a reboot should not be required for other changes to other agent configuration
parameters. Clicking the Save and Notify button notifies the PPMI Monitor Servlet of the configuration changes.

Understand the Result of Using Save and Notify

When you press this button, an application message is sent by the PeopleSoft Integration Broker Gateway to the PPMI Monitor
Servlet notifying it of the PPM configuration changes. The PPMI Monitor Servlet, in turn, passes these changes along to the
affected agents during subsequent conversations. The changes are stored in the database for persistence as well.

Note: When you update the Agent Filter Level, or any other PPM Parameter, be sure to click the Save button to ensure that the change is saved
to the database. If you forget to click the Save button prior to clicking the Save and Notify button, your PPM parameter changes may not be
updated when you click the Save and Notify button.

Since the PPMI Monitor Servlet waits for the agents to initiate communication, there may be a delay in the publishing of
changes to the monitored systems. The maximum delay is the Agent Heartbeat Interval in: PeopleTools, Performance
Monitor, Administration, System Definitions.

Make Necessary Changes when Cloning Databases

In the process of building a new database, whether it is for general application or PPM use, you must ensure that the
information used to identify the databases is unique. If you clone a database, make sure to:

1. Ensure that there are no PIA server components, e.g. web servers, application servers, process scheduler, etc., running
for the PPM database.

2. Using a command line SQL editor, set monitor URLs to NONE for the rows with URL_ID ="PPM_PPMI" and
"PPM_Monitor" in PSURLDEFN table.

3. Using a command line SQL editor, Set GUID = ‘<space>’ in PSOPTIONS table. This should be done before any
application server domain and web server domain is connected with the database instance. This value will be
repopulated when the first domain is started for the database.

4. Delete any and all cache files from any PIA server components that attach to this database.
5. Restart the system as normal.
Note: Generally speaking, direct manipulation of the PeopleTools metadata tables is not a GSC-supported activity. In the above case, no on-line

tools are provided to make these changes, so this procedure is provided here. It is not a general purpose process and is very specific to these
objects. This procedure will not work in all cases where the metadata is directly manipulated.
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Disable Agent Event Sampling

It is possible to eliminate Event sampling by setting the Agent Event Sampling Rate to 0. This parameter is expressed in
milliseconds, and normally defaults to 300,000, or 5 minutes. As a result, the agents will not report server events.

To disable agents reporting events:
a. Log into the monitoring system.
b. Navigate to PeopleTools, Performance Monitor, Administration, System Definitions.
c. Setthe Agent Event Sampling Rate to 0.
d. Click the Apply to Current Systems button.

This setting applies to all agents in the monitored system. The “Stale Agent Data Detected” message will appear in the System
Performance page because the agents are no longer reporting event data. Agents will continue to collect and send PMU data if
the Agent Filter Level is set to 04-Standard or higher.

The following screenshot is what you will see on the System Performance page. The warning message indicates that the Agent
Event Sampling Rate is set to 0. The agents no longer report server events but will continue monitoring user requests and
reporting PMUs.

System Performance & Waming: Sample Rate setto 0

System ID: 2 Database Name: FSCM32PS Last Page Refresh:  19/11/2012 23:32:23 I Refresh
Performance Indices Today's Averages
Wiew in Grid
User Sessions: 2 Current User Sessions B Average [ std. Dev.
Tuxedo Requests Oueuad: 0 User Response —je— —
Jolt Request —
PMUs in Past Hour: 79824 OpenPhills  Corpleted Phills Application Server —|
sQL——-—-—————
Alarms in Past Hour: 16 Alarm Histary _|_|_|_|_|

4] 2,000 4,000

Batch Jobs in Process: 1 Master Scheduler .
Duration {(ms)

Batch Jobs in Gueue: 1

Perzonalize

- T -—- OA°
Hame Agent Date Time HostPort Filter Level Sessions in e JUM Memo Execute Threads Esta
Weh-App Free
A peoplesoft 1911172012 19:44:10 gos-ptvm13:8000:4430 - 2 27.0897 36
A peoplesoft O7A172012 238223 gos-plvm13:8000:8443 - ] 17.45486 35

Application Servers

Hame Agent Date Time HostPort Filter Level % CPU Used % Memory Used Faul:i:-;}%ﬂﬁ
A |APPDOM 10/11/2012 19:30:46 ges-pt - 1.48 68.14 0

wm13.us.oracle.com:8000

Perform PPM Table Maintenance

In the monitoring system, if you select Archive Data or Archive Nothing as the archive mode for any of the monitored systems,
make sure the archive tables (PSPMTRANSARCH, PSPMEVENTSARCH) or history tables (PSPMTRANSHIST,
PSPMEVENTHIST) are manually cleaned up on a regular basis in the monitored systems.

The Performance Monitor Archive Data Application Engine program moves any performance data older than the Retention
History (based on the value of the After N Days parameter specified on the System Definitions page) from the history tables to
the archive tables. If the parameter is set to Archive Nothing, it means that no performance data will be moved from the
history to the archive files when the PPM Archive Application Engine program is run. Neither archive mode purges any
performance data; so the PPM tables in the database of the monitoring system will continue to grow unless manually
maintained.

Purge Data as Necessary

Since PPM can generate large volumes of data it is critical to ensure that the maintenance Application Engine programs are
properly configured and are run at appropriate intervals.
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If the amount of data that has been collected in the monitoring system has grown “out of control” or if you want to remove all
of the transactional data from the PPM, there are two approaches that you can use depending on your particular situation:

1. DataMover Script: A DataMover script, PerfmonPurgeAll.dms, is provided that will delete the data and set some
other required variables.

2. Custom Script: Since DataMover does not currently support the TRUNCATE command due to the lack of consistency
in support for the function across platforms, the only way to remove data using DataMover is to issue an SQL
DELETE. DELETE is a logged transaction and as such can be very inefficient against large data sets common to
PPM. If this is the case, then use that script as a template and rewrite it using TRUNCATE commands and issue that
script with your preferred SQL tool.

SPECIAL CONSIDERATIONS

Load Balancer

For advice regarding integrating a Load Balancer into a monitoring system architecture, refer to the Performance Monitor
PeopleBook, Chapter 4:

Administering the PeopleSoft Performance Monitor > Setting up Monitor Clusters
and Chapter 9:

Understanding PeopleSoft Performance Monitor Security Considerations.

Firewalls

You can have a firewall between monitored and monitoring systems, but the monitoring system web server’s listening port
must be open to allow agent communications.

We don’t recommend a firewall between the web server and application server in the PPM monitoring system. If you choose to
install one, it is critical to understand that the conversation between the PSPPMSRYV and the PPMI Monitoring Servlet can be
on any port allocated by the operating system. To reduce setup effort, a static port is not used for this conversation. As a result
of PPM’s need to access ports dynamically and with little predictability, setting up a firewall between the web server and
application server on the monitored system is very difficult to configure and is therefore highly discouraged. For more
information, refer to

Performance Monitor PeopleBook > Chapter 9 Understanding PeopleSoft Performance Monitor Security
Considerations.

Upgrading Monitored and Monitoring Systems

The best strategy for taking advantage of PPM’s available functionality is to use the latest version of Enterprise PeopleTools in
the monitoring system. For any monitored system, you can mix and match the versions of Enterprise PeopleTools as long as
they are at a minimum of 8.44.

When upgrading the monitoring system, you can either migrate the current instance of the database or use a fresh instance of
the upgraded version of the PTSYS database. Using the latter approach means that you lose all the performance data and have
to repeat the monitoring system installation steps again. You will also lose the registered System ID and Agent IDs.

You can export definition information from the current monitoring system by running the Export Definitional Elements section
in the export data mover script, PerfmonDataExport.dms. Be sure to replace the initial System ID value of 9999 with a
meaningful System ID. Then, run the import data mover script, PerfmonDatalmport.dms. Finally, update the values of
PM_AGENT SEQUENCE, and PM_SYSTEM_SEQUENCE in the PSPMMONITORGBL table to the highest Agent Ids and
System IDs, respectively.

Partially Enabling Performance Monitor

When Performance Monitor is enabled, all agents across all of the web server and application server domains are activated. To
disable the agents in specific application server domains or process scheduler domains, follow these steps:
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1. Shutdown the monitored server domain(s) that you want to disable.
2. Set EnablePPM Agent = 0 in the corresponding configuration files, psappsrv.cfg and psprcs.cfg.

3. Start PSADMIN. Select the corresponding application server domain. Select “Configure this domain”, then “Load
configuration as shown”.

4. Boot the application server or process scheduler domain(s).
To disable the agents in a specific web server domain, follow these steps:

1. Create a separate web profile for use by the web server domain whose agent you want to disable.

2. Inthat new Web Profile, navigate to the General tab and ensure that the Enable PPM Agent checkbox is unchecked.
3. Deploy or redeploy PIA, or edit the configuration.properties file for that domain to reflect the new web profile.
4

Restart the web server as necessary.

Using HTTPS

For information on how to implement HTTPS in the PPM infrastructure, refer to the Performance Monitor PeopleBook,
Chapter 4

Administering the PeopleSoft Performance Monitor > Setting up Monitor Clusters and Chapter 9 Understanding
PeopleSoft Performance Monitor Security Considerations

PeopleSoft Ping (PSPing)

PeopleSoft Ping is a diagnostic utility that allows you to troubleshoot possible infrastructure/connectivity issues. If you enter
the ping URLSs for the monitored systems in the URL catalog in the monitoring system, you can launch the ping test from the
monitoring system instead of having to sign on to the monitored system. The following requirements must be in place:

e Single Sign on must be configured between the monitored and monitoring systems. Refer to the Security
Administration PeopleBook.

e  The Current User ID must be a valid User ID in both the monitored and monitoring systems.

e  The Current User ID must have permission to access the PSPing page in the monitored system. For example, the
PeopleSoft User Role (via the PTPT1000 permission list) allows a user to access these PSPing options,
PTPERF TEST, PSPING CHART, PSPING DELETE, and PINGOPTIONS.

Any system that you intend to ping must have an entry in the URL catalog for the PSPing page. The URL must contain
PTPERF_TEST in order for the URL to appear in the ping lists associated with the PeopleSoft Performance Monitor. For
example,

http://server_name/psp/<site>[_newwin]/EMPLOYEE/<PT_LOCAL>/c/UTILITIES.PTPERF_TEST.GBL

Replace PT_LOCAL, if a different portal node is used.

If the string “ newwin” is issued, a new browser window pops up when the Execute button is clicked. This second window
allows you to continue using both the previous window for Performance Monitor and the new window to run the PSPing
process.
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Chapter 3 — Understanding Performance Data

The PeopleSoft Performance Monitor is built on the assumption that transactions progress through several states where
performance data about the transactions can be captured. This section discusses the two types of performance data.

TYPES OF PERFORMANCE DATA

The two principle types of performance data reported are PMUs and Events.

e A Performance Measurement Unit, or PMU, is a unit of measure of activity that typically has a duration, can be
defined with start and stop times, and can be related to other activities hierarchically. Examples of PMUs include Jolt
transactions and SQL executions.

e  FEvents are notifications containing performance metrics of a component of the PPM architecture. Events differ from
PMUs in that they cannot be hierarchically organized and are “point in time” in nature i.e. they do not have durations.
Examples of Events include CPU usage or JVM memory allocation.

Performance Measurement Unit (PMU)

A PMU is a unit of measure that reflects the execution of a section of code in the PeopleSoft infrastructure. The system “starts”
and “stops” a PMU at specific code locations, and may update a PMU anytime between the start and stop times. PeopleTools
has defined a fixed set of PMU types, and has inserted instrumentation for each PMU type at specific code locations; e.g. when
an SQL Execute occurs in a PSAPPSRYV process, or when a JOLT request is issued by the web server.

Each PMU reports:
e The Agent ID (which server instance processed the request)
e The User ID (who submitted the request)
e  Agent start time (time when the PMU initiated)
e  Monitor start time (time when the PPMI Monitor Servlet received the request)

e Duration (elapsed time of the PMU), instance IDs (for the PMU itself, its immediate parent, and the top of the PMU
tree)

e  Metrics (such as the number of SQL fetches or buffer size used in a JOLT response)

PPM uses high resolution Operating System calls to collect timing information. All supported platforms can be measured to 1
microsecond accuracy except for Windows which is at 10 microsecond accuracy.

Open PMUs are those that are currently processing, i.e. PMUs for which a "stop" has not yet been received. Completed PMUs
are those for which a "stop" has been received.

PMU s can also assume a parent-child relationship. Child-PMUs start within a parent-PMU, and are linked to their parents by
the parent Instance ID. You can view PMUs within a tree structure that reveals the hierarchy of parent-child PMUs and
indicates the processing times at each level.

PMUs are defined in the PSPMTRANSDEFN table. Notice that each row contains a PMU definition set ID. PeopleTools uses
the tableset of PMU types that are identified by Set ID 1. Each PMU can have up to three Context fields, seven Metric fields ,
and one Additional Description field. Context values are common to the entire user request or a specific server tier within PIA.
Context field can store up to 254 characters. Metric values are the measurement taken by the monitor agents during the lifetime
of a PMU. Metrics 1-6 are numeric. Metric 7 can store up to 128 alphanumeric characters. The Additional Description field has
a Long Character type.

Customers cannot create new PMUs or Events, only PeopleSoft can instrument the PeopleTools binary code to expand the set
of PMUs or Events. Simply adding new PMU and Event definitions to Performance Monitor metadata does not enable
instrumentation.

The following diagram is crucial to understanding when PMU’s are triggered and at what Monitoring Level they are collected.
The color coding reflect the minimum monitoring level required to capture a PMU, e.g.:

e A monitoring level of “Standard” is required to capture a report of PIA request performance. This is captured in PMU
type 101.
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e A monitoring level of “Verbose” is required to capture to track SQL performance. It will also capture everything

indicated with the “Standard” level.

11 April 2013

e A monitoring level of “Debug” is required to capture PeopleCode program execution statistics. Other logging levels

do not capture this information. . It will also capture everything indicated with the “Standard” and “Debug” level.
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Some points of clarification to note about this diagram:

e  The difference in the duration time of PMU 115 and its corresponding PMU 400 is the total time spent on JOLT
network latency, waiting time in the Tuxedo queue, serialization and deserialization of the full request/reply at the

web server, and the serialization and deserialization of the User ID information on the application server.

e  The difference in the duration time of PMU 100 (Portal request) or 101 (PIA request) and its corresponding PMU(s)
115 is the total time spent on the web server for everything excluding the serialization and deserialization of the full

JOLT request/reply.

e A Portal request (PMU 100) may contain one or more JOLT requests (PMU 115) and may sometimes have

GetContent (PMU 117) and PIA Request from Portal (PMU 106) PMUs in between them. A Portal request is
processed by the portal servlet (psp). PIA requests and PIA requests from Portal are processed by the PIA servlet
(psc). The following two PMU trees demonstrate the difference between a PIA request and a PIA Portal request.
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PMU Tree Example: PIA Request (PMU 101)

[= PMU Tree
[= 300.00 ms- PI4 Request
[= 140.00 ms - JOLT Request
[= 37.00ms- Tuxedo Senice PCode and SGL
[= 0.00 ms- PeopleTools SGIL Execute
S 0.00 ms - SGL Feteh Summary
B 1.00 ms - Implicit Cormit
[= 1.00 ms - PeopleTools SGL Executs
S 0.00 ms - SGL Feteh Summary
B 0.00 ms - Implicit Cormmit
B 0.00 ms - Implicit Cormmit
[= 12.00 ms - ICPanel
[= 1.00ms- PeopleTools SGL Execute
S 0.00 ms - 5AL Fetch Summary
S5 1.00 ms - Implicit Cormmit
[= 1.00ms- PeopleTools SGL Execute
S 0.00 ms - 5AL Fetch Summary
S 0.00 ms - Implicit Cormmit
[= 1.00ms- PeopleTools SGL Execute
S 0.00 ms - 5AL Fetch Summary
S 0.00 ms - Implicit Cormmit
S 0.00 ms - Implicit Cormmit
[= 0.00ms- PeopleCode Builtin SGL Execute
S 0.00 ms - SAL Fetch Summary
S 0.00 ms - Implicit Cormmit
S 0.00 ms - Tuxedo Service Sumrmary
S 0.00 ms - PostBuild PCode Surnmary

Event Data

11 April 2013

PMU Tree Example: PIA Portal Request (PMU 100)
|

[= PMU Tree
[= £91.00 ms- Poral Reguest
[= 40.00 ms - GetGontent
[= 40.00 ms - PIA Request Fram Portal
[= 40.00 ms- JOLT Request
[= 28.00 ms- Tuxedo Semwice PCode and SaL

[= 1.00 ms- PeopleTools SQL Execute
B 0.00 ms - 5QL Fetch Summary

JE 1,00 ms - Implicit Cormmit

[= .00 ms- PeopleTools SQL Execute
S 0.00ms - SOL Fetch Summary

JF 000 ms - Implicit Cormmit

JF 1,00 ms - Implicit Cormmit

JF .00 ms - PortalRegistry

8.00 ms - PortalRegistry
2 0.00 ms - Tweedo Service Surmmary

[= 70.00 ms - GetContent
[= 70.00ms - PIA Request Fram Portal
[= 70.00 ms-JOLT Reguest
61.00ms - Tuxedo Service PCode and 0L
[= 250.00 ms - GetContent
[= 80.00ms - PIA Request Fram Portal
[= 70.00 ms- JOLT Reguest
57.00ms- Tuxedo Service PCode and SGL
[= 311.00 ms - GetContent
[= 311.00 ms - PIA Request Fram Partal
[= 211.00 ms - JOLT Request
62.00 ms - Tuxedo Service PCode and SQL

Events are notifications containing performance metrics that are different from PMUs in that they are not hierarchical and they
do not have durations. Events relate to resource usage, such as CPU usage or memory allocation. PeopleTools has defined a set
of Event types, and each type of Event is reported at a specific location in the instrumented code.

The current version only instruments 03-Warning, 04-Standard, and 06-Debug Events. All events are defined in the
PSPMEVENTDEFN table. You can review the various events online by navigating to

PeopleTools, Performance Monitor, Administration, Meta-data, Event Definitions.

Notice that each row contains an event definition set ID. PeopleTools uses set ID 1. The delivered events include:

Warning Events

Some events indicate warning condition. These include:

e Event 355 reports when a query process has been killed by the PSMONITORSRYV process by a user’s action on the

monitored system.

e Event 356 [PeopleTools 8.46 and after] records any occurrences of server recycle and shutdown. Navigate to
PeopleTools, Performance Monitor, System Monitor, Recycled Processes Diagnosis to get a list of recycled server
events. Follow the Event History and Completed PMUs links to find out the user requests associated with the event.

e Event 500 reports JOLT service exceptions, such as Tuxedo service timeouts, or failures during a JOLT call.

e Event 801 reports PPMI Monitor Servlet buffer overruns. If you are seeing this event, make sure the monitor Agent
Filter Level is not set to 05-Verbose or 06-Debug, because large volumes of monitoring data will be generated if the
agents are set to either of the two Agent Filter Levels. If that is not the case and it happens during normal user load
and monitoring, then other possibilities to consider are:
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1. There are too many monitor agents.
2. The PPMI Monitor Servlet is being throttled by infrastructure limitations.
3. The performance collators are not fast enough.

You might want to experiment with increasing the PPM Monitor Buffer Size field value in the Web Profile, or
increasing the number of instances of the performance collator (PSPPMSRYV) processes.

Below is an example showing the PPMI Monitor Servlet buffer level in the Show Clients page from the PPMI
Monitor Servlet diagnostic URL.

Chents -- CurrentTime: Thu Now 22 21:20:15 EST 2012
Dicus [Estimated Trem Estimated Max Running
Group Id Uil Queune Bytes o5 Avg [LastComun| Limit
Length = FProcessed Size o
Size Processed Size
TTow 22,
25E6be2-50eB-T1e1-8805- |- onoonpoaf|Biess- 0 0 120536 [119473284)2159312(78399  |[2012 52428800
folcef823c043 pt-vinl 3 us oracle. cornd 3780
9:1940 PI
1 Sessions, 1 clients

Event 803 reports any data lost error due to PPMI client.

Event 900 reports any agent buffer overruns. Make sure that the monitor Agent Filter Level is not set to 05-Verbose
or 06-Debug. Large volumes of monitoring data can be generated if the agents are at either the 05-Verbose or 06-
Debug Agent Filter Level. If this is not the case, you might want to experiment with increasing the Agent Max Buffer
Size parameter in the System Definitions page of the monitored system.

The System Performance page displays any Alarms reported in the last hour. Simply click on the Alarm History link
to bring up the list of events.

User Sessions: 1 Cutrent User Sessions

Tuxedo Requests Queued: 0

PMUs in Past Hour: 436 Open Puls  Completed PMLUs
Alarms in Past Hour: a Alarm Histo

Batch Jobs in Process: a Master Scheduler

Batch Jobs in Queue: ]

PERFORMANCE DATA ATTRIBUTES

There are two significant attributes to performance data, Context and Metrics.

1.

Context - Each PMU contains three context value fields. Context values are common to the entire user request or a
specific server tier within PIA. Performance Monitor uses context to “flatten” a PMU tree and simplifies the database
schema. For example, you do not need to navigate up from a PeopleCode SQL Execution PMU to an ICPanel PMU to
see which PeopleSoft Component generated a particular SQL statement. All of the defined context types are stored in
the PSPMCONTEXTDEFN table. You can review them online by navigating to

PeopleTools, Performance Monitor, Administration, Meta-data, Context Definitions.

Metrics - Metrics are statistics in the form of either a value or content measured by the Performance Monitor agents.
All the metrics types are stored in the PSPMMETRICDEFN table. You can review the metric types online by
navigating to

PeopleTools, Performance Monitor, Administration, Meta-data, Metric Definitions, Filter Level.

Tailoring the PMU Detail Page Display

You can tailor whether a context or metric value associated with a PMU appears in the detailed PMU page. Navigate to
PeopleTools, Performance Monitor, Administration, Meta-Data, PMU Definitions, find the PMU and check or uncheck
the Display checkbox.
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Note: If you make changes to these display options, record the default display option. Performance Monitor cannot automatically reset back to
factory defaults.

PMU Definitions

PMU Definition Set: 1

Description: Reserned for PeopleTools PhUs

Definitions First A 1 cf 70 B Last
PMU IDx: 100
PMU Label: Portal Reqguest
Description: Reported at entry and exit of portal servlet
Additional Data Label: Additional Data

¥ Enable Sampling
% Standard  Verbose o Debug
Context ID 1: 3 Session ID I isplay
Context ID 2: 2 IP Address I Display
Context ID 3: 1 Action M Display <
Numeric Metric 1: 20 Response Code I pisplay
Humeric Metric 2: 78 Pagelet Count I pisplay
Mumeric Metric 3: r Display
Numeric Metric 4: I Display
Numeric Metric 5: ™ Display
Numeric Metric 6: " Display
String Metric 7: il Target CREF I Display
ENABLING TRACING

The Performance Monitor enables you to monitor and record performance information for activity on PeopleSoft systems. Our
discussion to this point has focused on using PPM to monitor a system’s overall performance on a global basis. Using PPM in
this manner is appropriate when you are trying to analyze and troubleshoot overall system performance, but it does put some
stress on the monitored systems.

Another PPM option, called Performance Trace, is available for troubleshooting performance issues related to specific business
processes, or specific users. This option puts less stress on the monitored system as a whole, and is relatively easy to activate or
deactivate as required.

Performance Trace

Performance Trace is a very powerful and practical tool for troubleshooting performance issues in a production environment,
because it allows for collection of very detailed information to help determine the causes of performance problems without
impacting other users on the system.

End users who have a permission list containing WEBLIB_PPM web libraries can access the Performance Trace menu in the
portal header. The menu allows a user to instruct all monitor agents to track his/her interactions with the PeopleSoft system(s),
and override the Agent Filter Level during the user session. It is a powerful tool because of its ability to pinpoint specific steps
within a business process that are causing performance issues.

Note: Sometimes the Performance Trace menu does not appear even after the required permission list is added for a user. This can be
resolved in one of three ways: (1) Force a browser refresh. With Internet Explorer, while the PeopleSoft web page is active, hold down the
Control key and click the refresh toolbar icon. (2) Delete the browser cache and refresh the page. (3) Sign out. Close the Browser. Reopen the
browser and sign in.
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_Horne: MutiChannel ¢ _Sign out
Mew Window | Customize Page | B

After clicking the Performance Trace menu, a window pops up.

7 Bafimance Trace Campla Mozilla Fi...| = [O][X|
| )

Performance Trace
Name:

[Filter Settings

ges-pt-wmlZ2,us,oracle.com: 2000 psc/ps EMPLOYEE JERP s |

|Peter's Sales Order

5} HKeep Current Settings
rride With:

O standard

® Verbose

() Debug

Start Trace Stop Trace

The user can then name the Performance Trace and set the Agent Filter Level for his/her user session. Clicking the Start Trace
button will activate the trace. The user should then switch back to their active web page and conduct business processing as
usual. Clicking the Stop Trace button ends the trace. It is all right to reuse the same performance trace name for future traces.

The new Agent Filter Level only applies to the particular user in the active user session with the monitored system. If the user
session times out, the Agent Filter Level resets itself back to that of the monitored system. If a user closes the Performance
Trace Console window before stopping the trace, the performance trace will continue until the user signs out or the session
times out.

Performance Trace also works well when a user is authenticated across multiple PeopleSoft systems which are all monitored.
For example, if the user executes a transaction requiring integration across systems behind the scenes, the monitor agents will
carry the trace and filter level across the systems as well. This means, for example, that you can follow a View Paycheck
request from the Portal to an HCM system.

There are several ways to review the results of a Performance Trace. The most common method is through the User Requests
page. To access it, navigate to

PeopleTools, Performance Monitor, Analytics, User Requests.

Select the Performance Trace Name from the dropdown list if the Lookup Application Engine program has been run. If not,
enter the full case-sensitive text.

For detailed analysis, use the Component Trace option by navigating to

PeopleTools, Performance Monitor, Analytics, Component Trace.

Favorites © Main Menu > PeopleTools > Performance Monitor > Analytics > Component Trace
- i - - - -

Component Trace

Enter any infarmation you have and click Search. Leave fields hlank for a list of all values.
Find an
Performance Trace Name: | hegins with |Peter

[case sensitive

Search Clear :Elasic Search @ Save Search Criteria

Search Results
i Al First E‘ 1 of1 m Last

Performance Trace Hame Monitor Received Date Time
Peter's trace 051172012 06:33:08
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Click on the Trace name to get further details displayed.

Fayarites | Main Menu > PeopleTools > Performance Monitor > Analytics » Component Trace
2 Mewewindow |

Component Trace A Warning:  Component performance metric calculations may be inaccurate o incomplete.

Messane Description
Ay Performance Trace was not run in 'Debug’ Mode. Rerun trace and be sure to override the Filter Setting to ‘Dehug".

Rerun trace. Cache mizses skew timings and disable
FPeaopleCaode and PeopleTools Runtime duration calculations.

Ifyou only wish to profile a single component, start trace right
Ay Trace contains multiple components. hefore selecting it from the navigation and stop right after
clicking save.

M, Component ohjects notfully cached.

This page is only intended far PeopleSoft companent tuning. Only server round trips related to caomponent processing are profiled. Times shown do
nat account for time spent on the web server.

Performance Trace Name: Feter's trace Server Round Trips: 4}
Monitor Start Date Time: 05112012 06:33:18 SOL Executes: 2109
First Component: LSERMAIMNT.GBL SOL Fetches: 3477
Component Cache Status: Mot Cached PeopleCode Program Executions: 1]
Duration Summary
Measurement Duration {sec) % of Total
Total Trace 3T.7a5 100.00
SQL 36.942 4784

Server Round Trips

" Durations 8 PeopleToolzs State Management o

Seq Action Component Page Duration (sec) % of Total Trace

1 Launch PagefSearch Page LUSERMAINT. GBL Search Page 0.z208 0.55
- 2 Load Search Result UWAINT.G% LISER GEMERAL 421 7 1D£4
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Chapter 4 — Performance Monitor Overhead

Enabling Performance Monitor requires additional CPU and memory resources for the Monitoring Agents to gather
performance data. Agents send the data to the PPMI Monitor Servlet using HTTP, therefore network bandwidth is also
required.

PERFORMANCE MONITOR BENCHMARKS

Below is the benchmark information based on Financial/Supply Chain 8.8 application running on PeopleTools 8.45.

Application Monitoring System
(Financial/Supply Chain 8.8) (PTSYS database)
e : —-——--_.L__
"E'E‘Sf.ﬂl Fmﬂi : PPM Web
Ly Server
/" l
pbnto4 | FDMApp T pbntos!  PPM App
8 CPUs 8 CPUs| Server

PTSYS DB

pbntas03 pbntas04
4 CPUs 4 CPUs
The hardware specifications are:
Machine Name | pbntas01 pbnt04/05 pbnt03 pbntas04
Description Financial/Supply Financial/Supply Financial/Supply PTSYS Performance
Chain — web server | Chain— App Servers Chain Database Server | Monitor Environment
(2 instances) (web, application, and
database server)
(0N Windows 2000 SP3 | Windows 2000 SP4 Windows 2000 SP3 Windows 2000 SP3
Model HP Proliant DL360 | HP Proliant DL560 HP Proliant DL360 G3 | HP Proliant DL360 G3
G3 Gl
No. of CPUs 4 8 4 4
CPU Speed 2.80 GHz 2.50 GHz 2.80 GHz 2.80 GHz
Memory 2.4 GB 3.7GB 2.4GB 2.4GB
Storage 60 GB 20 GB 60 GB 60 GB
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The benchmark simulates a scenario with a mix of transactions: heavy, medium, small and Kiosk usage. The benchmark is
conducted with 1000 concurrent user sessions. Pacing is 6 minutes between user sessions. Each user exercises 10 sessions
during the benchmark. The duration of the test takes 60-75 minutes in addition to an allowance of 15 minutes ramp up time.
The distribution of transactions among the users are:

Transaction Name No. of Users
Order Management — Order Entry 200
Customer Add 300
Vendor Enquiry 200
Edit User Profile Defaults 300

Each of the FCM application server domains is configured with 10 instances of application server (PSAPPSRV). The PPM
application server domain has 3 instances of the PSPPMSRYV process. No data loss was recorded. We observe similar
benchmark results when the application server recycle count increases from the default value to 10,000.

CPU OVERHEAD

The benchmark result of CPU utilization.

Server No PPM PPM on PPM on
Standby Standard

application server (monitored 38.20% 38.25% 39.75%

system)

web server (monitored system) 7.48% 7.62% 8.01%

PPM Server (monitoring system) NA 0.54% 3.44%

Notes:

No PPM - Performance Monitor agents are disabled in the web server and application server domains in the
monitored system. Refer to PeopleSoft Performance Monitor PeopleBook, Chapter 4 — Administering the
Performance Monitor, Section — Disabling PeopleSoft Performance Monitor Agents.

PPM on Standby — Performance Monitor agents in the web server and application server are set to the 01-Standby
Agent Filter Level in the monitored system. All agents are active but not collecting or sending performance data. The
only activity by an agent is contacting the monitoring server at a fixed Agent Heartbeat Interval.

PPM on Standard — Performance Monitor agents are set to the 04-Standard Agent Filter Level in the monitored
system.

For the monitored system (application server and web server rows in the table above),
e  Performance Monitor on Standby mode has negligible resource impact.

e Between No PPM and PPM on Standard, the impact on the web server and application server is less than
0.5% and 2% increase in CPU utilization, respectively.

For the performance monitoring PPMI server,

e The 3.44% CPU utilization in the PPM on Standard column includes web server, application server, process
scheduler and the database server for the monitoring system.
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e Application server has two PSAPPSRYV processes, and two performance monitor data collator processes
(PSPPMSRYV) for inserting performance data.

e  The benchmark reflects resource utilization on receiving and inserting performance data.
e It does not simulate users using performance monitor from the browser.

e [t does not schedule Performance Data Archive and Lookup Maintenance.

e [tassumes the Reaper program is scheduled to run every 15 minutes.

The benchmark does not use SSL (secured socket layer). Using SSL to secure the communication between Agents and
Monitoring Servlet might increase the overhead. You may consider using hardware SSL accelerators to offload the CPU
overhead.

MEMORY OVERHEAD

Each Performance Monitor Agent stores the collected data in internal buffers. The maximum buffer size is specified in the
System Definitions page, PeopleTools, Performance Monitor, Administration, System Definitions.

System Definitions
System ldentifier: 2 Database Name: FSCMIZPS

Unique ldentifier: 246fcBbe2-5ce8-11e1-8803-fc2cefd2 3043

Description: FSCMAZPS
After: 7 days &) pelete Data O Archive Mothing
O Archive Data Opelete System

Allow Performance Trace

PMU Timeout (days): 1 Agent PMU Sample Rate (1X): a0
Agent Event Sample Rate {sec): | 300 Agent Heartbeat Interval {sec): | 300
Agent Buffering Interval (sec): 10 Agent Max Buffer Size (bytes): 4194304

Save and Motify Agents

Tools Release Valid From Valid From Time Valid To Valid To Time
8452 03a2012 033303

The maximum memory overhead on a machine that hosts an application server Tuxedo domain can be calculated as:
Max Buffer Size specified in the System Definitionx (Number of Appservers+ 1) bytes

The above formula takes into account the presence of an additional server, PSMONITORSRV. The PUBSUB and other servers
do not contain any overhead because they are not currently monitored. Application server processes load an Agent that is
written in Java and hence share the agent buffer space with other JVM usage like Charting and PeopleCode Java Objects.
Therefore, in addition to the change in the System Definition, it may be necessary to increase the JVM’s maximum memory
allocation in psappsrv.cfg.

The maximum memory overhead on a machine that hosts a web server can be calculated as:
Max Buffer Size specified in the System Definitionx (Number of Sites + 1) bytes

The web server domain contains a domain wide Agent to gather machine resource consumption data.

The maximum memory overhead on a machine that hosts a process scheduler server can be calculated as:
Max Buffer Size specified in the System Definitionx (Master Scheduler+ 1) bytes

The process scheduler domain also hosts the PSMONITORSRYV process. The Performance Monitor Agent is active in the
Master Scheduler only. The individual process schedulers are not currently monitored.

Note: When the agent buffer overrun occurs, PPM logs a warning (Event 900) for the agent. Some data may be lost at this time.
Collection of performance data will resume as soon as the used buffer falls below the limit.
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Apart from the Agent buffers, the Monitoring Servlet also allocates a buffer to store the data sent by the Agents. Depending on
the number of registered Agents and the amount of data collected, it may be necessary to increase the size of the buffer. The
default value for the size of the buffer in the Monitoring Servlet is 50 MB (for PeopleTools 8.45 and higher) and 40 MB (for
PeopleTools 8.44). This value can be changed in the Web Profile configuration pages PeopleTools, Web Profile, Web Profile

Configuration.

Note: When the PPMI Monitor Servlet buffer associated with a PPMI client (a performance collator or a 3™ party client) is overrun, a warning
(Event 801) is logged. Some data may be lost at this time. Publication of performance data to the PPMI client will resume as soon as the used

buffer falls below the limit.

[ Data Exchanges

[ Set Up FinancialsiSupphy
Chain

[ Define Integration Rules FOM
[» Government Resource
Directory

[ Background Processes
[> WWorklist

[= Application Diagnostics
[= Tree Manager

[ Reporting Toals

< PeopleTools

[ Security

[ Utilities

[ Wiarlflow

[> Partal

[- Search Engine

[» Personalization

[» Process Scheduler

[ Cube Manager

[> Application Engine

[ Query Access Services
[ Integration Broker

[ REM Server Configuration
[ MultiChannel Framework
[+ Archive Data

[- Data Archive Manager
[» Translations

[ EDI Manager

[ Mass Changes

[ Performance Monitor
= WWeb Profile

— CopyYWeb Profile

[ General ' Security ) Virual Addressing | Cookie Rules | Caching |\ [V

Profile Hame: FRCD Save A5 | Wiew Histary
Description: |Insta|lati0n Defaults

Authentication Domain: I

Help URL: |

¥ compress Responses 7

v Compress Response References 7

Compress Mime Types: applicationf-javascript text’

¥ Compress Query 7

2,000 Milliseconds 9

[¥ Enable Processing Message 7

Save Confirmation Display Time:

[¥ Enable New Window 7

v 2

PPM Monitor Buffer Size:

[ s ke ?

| Single Thread Netscape 7

Single Thread Delay:

I_ Milliseconds 2

Non-standard Base Path:

DATABASE OVERHEAD

During the test of 1,000 concurrent users, the number of rows of event and PMU data collected were 2,000 and 740,000,
respectively. The table below shows the results for an IBM DB2 database, based on the 1000 concurrent users benchmark
specified above.

Before After Total
User Space (pages) 53,848 378,384 324,536
Index Space (pages) 46,696 238,104 191,408
Total Pages - - 515,944
In size (in MB) - - 2,015
NETWORK OVERHEAD

The table below is the benchmark result on network bandwidth based on 1000 concurrent users. Notice the significant increase
in network bandwidth when all of the agents are monitoring at 05-Verbose Agent Filter Level.

Copyright © 2013 Oracle USA, Inc. All rights reserved. 41



PPM Agent Bandwidth due to PPM % of 10 Mbps Network | % of 100 Mbps Network
Filter Level

Standard 720 K bits / second 7.2 0.72

Verbose 4800 K bits / second 48 4.8

Performance Monitor Agents consume network bandwidth while sending performance data to the PPMI Monitor Servlet using
HTTP. The approximate bandwidth used by the Agents can be calculated as:

Number of Agents x Max Buffer Size specified in the System Definition x 60

Buffer Interval specified in the System Definition
Additional bandwidth is required for the communication between the PPMI Servlet and the PSPPMSRYV process.

bytes/min

The communication between Agents and the PPMI Monitor Servlet is carried out using HTTP/1.1 using the Keep Alive option.
If the Keep Alive option is turned off on the web server then the Agent disconnects and re-establishes the connection every
time it has to send performance data.

While using SSL for securing the communication between Agent and Monitoring Server, key exchange is the most expensive
operation. The Agent performs SSL Session caching so that the re-connect operation is less expensive.
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Chapter 5 —Troubleshooting Example Performance Issues

This chapter discusses common use cases of utilizing Performance Monitor to troubleshoot performance issues.

SLOW SIGN ON

Common reasons for poor performance during sign on include:
e Loading multiple pagelets.
e  Slow User authentication.
e Network latency between the browser client and web server.

Each of these three are explained below.

Multiple Pagelets

Navigate to PeopleTools, Performance Monitor, History, Completed PMUs, and search for slow Portal Requests. Enter 100
in the PMU Identifier field and click the Search button. [Optional] Enter a duration threshold in the Duration >= (ms) field as
search criteria. For example, a value of 10,000 will return any Portal request taking longer than 10 seconds.

Drill down to the Complete Tree with long running Portal requests where PMU Details = Homepage. Each of the GetContent
PMUs reveals the pagelet load time.

Click on the GetContent PMU link to research which pagelet has been accessed.

Completed PMUs
System ID: 1 Database Name: FSCMI1B
-
User ID: OJ Performance Trace Name: OJ
Component: @, Market: Global h
PIU Definition Set: 1@, PMU ldentifier: 1002, pPMuU: Portal Reguest
From Date: 23102012 [5) To Date: 23102012 [5)
From Time: no:00:01 To Time: 19:91:27
Duration >= {ms}): Duration < (ms):
Search Advanced Search Metric Charts Duration Chart System Performance Refresh

ldertifiers Contexts Metrics Trees =K

PMU Duration {ms} Complete Tree  PMU Details User PMU Status ALy iz ez

B

Date Time
1|Portal Reguest BEE.000 @ Homepage WP Success 23052012 19:05:40 23
2|Poral Reguest 311,000 @ Wiew Page WP Success 2302012 19:16:08 23
3|Portal Reguest 167.000 @ Wiew Page WP Success 2IN0201217:51:96 23
4 |Portal Reguest 161.000 @ Wiew Page WP Success 2IN0201219:05:48 23
5|Portal Reguest 116.000 @ Homepage WP Success A0 21758137 23
B Portal Reguest A8.000 @ Login _Unknoun_ Success AN 2176136 23
T|Poral Reguest 42.000 @ Login _Unknown_ Success 2IM0201219:03:48 23
8| Portal Reguest 34.000 @ Login _Unknown_ Success 23052012 19:05:40 23
9 Poral Reguest 9.000 @ getCachedPglt WP Success 2022175137 23
10 Poral Reguest 7.000 @ getCachedPglt WP Success 2IM0201219:05:41 23
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Left | Right

= PMU Tree
= B86.00 ms- Portal Request
[= B07.00 ms - GetContent
[= £07.00 s - PlA Request From Portal
[= B06.00 ms- JOLT Request
[= B03.00 ms - Tuxedo Senice PCode and SAL
B 0.00 ms - Tuxedo Service Surmmary
[= 32.00 ms - GetContent
[= 33.00 ms - PIA Reguest From Partal
[= 32.00 ms - JOLT Request
[= 27.00 ms- Tuxedo Service PCode and SGL
B 18.00 ms - 1CSeript
B 0.00 ms - Tuxedo Service Surnmary
[= 24.00 ms - GetContent
[= 24.00 ms - P14 Reqguest From Portal
[= 24.00 ms - JOLT Request
[= 20.00 ms- Tukedo Service PCode and SGL
B 16.00 ms - 1CSeript
B 0.00 ms - Tuxedo Service Surnmary
[= £.00 ms - GetContent

PMU Details : GetContent

User ID: WR1
Duration {ms): BO7.000 - PMU Status: Success
LU —
Response Size (bytes): 460 Monitor Received Date Time: 2302012 19:05:40
Is this a Pagelet?: Mo Agent Start Date Time: 2IM0mz2 2zzam
Cookie Count: 0 Agent Type: WEBSERVER
Metric 4: - Database Name: FSCM31B
Metric 5: - Domain HostPort: ges-phvm12:8000:4430
Medtric 62 - Server Instance: -1
Target CREF:

hitpefiges-ptvm1 2.us.aracle. comi 8000 pscips/EMPLOYEE
IERP/hIMtah=DEFALILT

w Context Information

Session ID:
Y2GPAHELpDT2GwWAmMEpME2 2P GxkI1 nv0l-148861085411 351045691224

IP Address:
10.175.38.201

Portal CREF ID:
Homepage Tab "DEFALULT"

Identification Additional Data

URL for which request issued:

PMU Set: 1
hitp:figes-ptvm1 2.us. oracle.com:8000pscips/EMPLOYEE/ERPh

PMU ID: "7 Itab=DEFAULT

Agent ID: 5

System ID: 1

Instance: 44839458857392

Parent Instance: 4483945857351

Top Instance: 4483845857391

Slow User Authentication
Navigate to PeopleTools, Performance Monitor, History, Completed PMUs, and search for slow Portal Requests. Enter 101

in the PMU Identifier field and click the Search button. Drill down to the Complete Tree with long running Portal requests
where PMU Detail = Login.
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81 Portal Request
82 Portal Request
83 Porial Request
84 Porlal Reguest
85 Portal Request
86 Poral Request
87 Portal Request
88 Porial Request

Inspect the time spent in Authenticate and GetCertificate.

170,000 —

171.000 4
80,000 4
90.000 4
70.000
70.000 B

0.000
80.000 4

[= PMU Tree

[= {70.00 ms- Fortal Request
[= B80.00 ms - Authenticate
[= B0.00 ms- JOLT Request
[= 64.00 ms - Tuxedo Senice PCode and SGL

£ 30,00 ms - GetCertificate
JF 0,00 ms - Tuxedo Service Sumrmary

A 0.00 ms - User Session Began
[= 10.00ms-JOLT Request
[= B.00ms - Tuxedo Service PCode and SGL

B 0.00 ms - Tuxedo Service Surnmary
[= 20.00 ms - JOLT Request
[= 18.00 ms - Tuxedo Service PCode and SGL
B 0.00 ms - Tuxedo Senice Surmmary
[= 10.00 ms - JOLT Request
[= 7.00 ms- Tuxedo Serice PCode and SaL
A 0.00 ms - Tukedo Service Surnmary
[= 10.00 ms - JOLT Request
[= B.00ms - Tuxedo Senice PCode and SOL

B 0.00 ms - Tukedo Senice Surimary
[= 10.00 ms - JOLT Request
[= 7.00ms - Tuxedo Senice PCode and SQL

A 0.00 ms - Tuxedo Serice Summary

Return |

Login
Lagin
Lagin
Laogin
Lagin
Login
Login
Login

_unknown_
_Unknown_
_unknaown_
_unknown_
_unknown_
_unknown_
_unknown_

_unknown_

Success
Success
Success
Success
Success
Success
Success

Success

11 April 2013

Alternatively, you can enter PMU Identifier = 113 (Authenticate) or 413 (GetCertificate). Then drill down to the Completed

Tree.

If LDAP (Lightweight Directory Access Protocol) is used, you can sample LDAP timing information (PMUs 422 and 423) by
setting the application server Agent Filter Level to 05-Verbose. Both PMUs 422 (LDAP bind) and 423 (LDAP search) should

appear under PMU 413. Click on the first Portal Request ( 170.000 )
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Favovrites Main&ﬂenu » PEDD|§TDD|S > Perfarmanvce Maonitor > Hisgory » Completed PMUS

2] Mew Window |

Completed PMUs

System ID: 2 Database Name: FSCMI2PS

User ID: | ’a Performance Trace Name: | ’a
Component: | ’a Market:
PMU Definition Set: '_1'6 PMU ldentifier: ma PMU: Authenticate
From Date: m To Date: m
From Time: no:00:01 To Time: 00:11:31
Duration == (ms): Duration < (ms):
Search Advanced Search Metric Charts Duration Chart Systern Performance Refresh

Favorites - Main Menu > PeopleTools » Performance Monitor > History > Cormpleted PRLUS
- i - - - -

PMU History Tree

Left | Right

[= PMU Tree

[= 171.00ms - Portal Request
[= 170,00 ms- Authenticate
[= 170.00ms- JOLT Request
[= 154.00ms - Tuxedo Senice PCode and SOL
B 15200 ms - GetCerificate
B 0.00 ms - Tuxedo Serice Summary
B 0.00 ms - User Session Bagan

Network Latency

Network latency between the user’s browser client and the web server is captured and sampled during user sign on. To view
latency statistics, navigate to

PeopleTools, Performance Monitor, System Monitor, Current User Sessions, or, PeopleTools, Performance Monitor,
History, User Session History

Click on the Details tab. The latency is displayed in milliseconds.

Alternatively, you can ask the end user experiencing the latency to run PeopleSoft Ping from their browser client. To activate
PS Ping, navigate to

PeopleTools, Utilities, PeopleSoft Ping.

LONG RUNNING USER AND PORTAL REQUESTS

When users complain about poor online performance, you can use Performance Monitor to verify that you have performance
problems and diagnose their causes. There are two ways for searching for long running user requests, as explained below.

Known User ID, Time, and Monitored System

1. Navigate to PeopleTools, Performance Monitor, Analytics, User Requests. Select the monitored system. Enter the
User ID and the approximate From/To Date and Time. Optionally, check the Static Scale checkbox.

2. Click the Search button.
Then navigate through the data and find the request(s) with a long duration.
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User Requests

System ID: 2 Database Hame: F3CMIZPS
User ID: |VF'1 ,a Performance Trace Name: | ,a
From Date: |23M1/2012 El  ToDate: 23142012 ]Eﬂ
From Time: 00:00:01 To Time: 01:43:34 [static Scale
| search | | Refresh

w User Requests
View in Grid [ [ 1totoof3n (] [

@ rortal [] other @ Pia

21:16:28.018 —

21:16:23.565
21.1k:20.291 —
21:16:19.946 ™
21:16:12.563
21.16:10.980
21:16:10.261

21:16:09.464 —ﬁ

Time

11 April 2013

4. Click on the bar to display the request details. Alternatively, you can click on the View in Grid link and sort the result

5.

by duration.

User Requests
Charl Information "l 4300F30
Sequence Time L“J_e Duration {Seconds)

29 1 71:35:31.063 = ' 12,32 Re s
28 121:33:38.394 = ' 12.32|Request Details
27 171:32:36.423 Pla ' 12.14 Renuest Details
26 121:32:36.370 = ' 12.14 Request Details
5 | 21:16:00 464 'Portal ' 0.80 Request Details
4 121:16:10.261 [Other ' 0.72 Reguest Details
5 171:16:10.980 'Portal ' 0.62 Request Details
20 .21.:32:.22.?.95 :é.t.her . .D..SIéZR.egueét”E.)efails
z (211317849 other ' 0.29 Request Details
18 121:19:23.054 Pl ' 0.22 Reguest Details
21 171:32:23.321 'Portal ' 0.21 Request Details

The User Request Details page provides a summary and breakdown of where the system spent the time. In the

application server Totals group box, you can analyze how the timings are distributed.
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User Request Details

Request: Pl Wiew Page Pl Details

User ID: P Agent Start DateTime: 221112012 21:35:31

Duration (msy: 12319,000 Monitor Received DateTime: 231112012 01:23:21

~ Application Server Totals

Application Server Time (ms): 12312.00 SOL Total Time (ms): 114921.00
Serialization Time (ms): 322.00 SOL Exec Count: 75
Deserialization Time (ms): 20.00 SOL Fetch Count: 433
Total Cache Misses: 1 Glohal Variable Size {bytes): 1751
Total Cache File Hits: 0 Total Cache Memory Hits: 91

Component PMUs

PMU Hame Page Action Duration {mish | Co_m%&g:;
' ' Click Peopleoode Command
ICPanel PSPMSYESHEALTH.GBL PSPMETSHEALTH Button for Field _ 11723000 202050
DERIVED_PSFM.REFRESH_BTM

Queries and Scripts e
PMU Hame Action Duration {ms} |
I = | st |
0.000;

6. Click on the IC Panel link to get the details on where the time has spent.

Tuxedo Service Information First Bl q-2 of 2- 10 Lt
Duration (ms} Tuxedo Service Hame Server Hame Host Port
245000 MgrGetOhject FSARPPSRY ges-plvm13.0s, aracle.com: 9000
12067.000 ICPanel FSAPFSRY ges-plvm1 3.us. oracle.com: 9000
~ User Request Durations
Yiew in Grid
Portal Time |
PlA Time —
Tuxedo Service Time
PeopleCode Exec Time
PeopleCode SQL Time
Built-in 50L Time
PeopleTools S5QL Time
1Ty rrrryrrrrrr T T T T rT Tl
0 2.500 5.000 7,500 10,000 12,500
Duration (ms)

Here are some suggestions when interpreting this information:

High SQL Total Times suggest database tuning opportunities. If the PeopleCode SQL time shows a long duration time
in the User Request Durations diagram, you should investigate in detail the SQL statements in the Component (look
for the Name in the Component PMU group box). Built in SQL time and PeopleTools SQL time result from queries
issued from PeopleTools binaries and can only be tuned by PeopleSoft.

High Serialization or Deserialization Times can be due to the amount of the information and/or complexity of the
html page passed between the web server and the application server. If this is a customized Component, you might
want to investigate if the Component contains too many items in the Component buffer. You can check the
Component Buffer Size in the Component PMUSs group box. Refer to the Chapter Referencing Data in the
Component Buffer in the PeopleCode Developer’s Guide PeopleBook for more details.
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High Total Cache Misses, Cache File Hits, or Cache Memory hits — This time records waits caused by components
were requested but the metadata was not found in the file or memory cache of the process.

e Cache Misses occur when the particular instance of an application server process does not have the metadata
required to process a user request in cache. The counter indicates the number of PeopleTools objects
metadata that were retrieved from the database. You might see high PeopleTools SQL time as a result of this.

Typically, cache misses happen when the application server domain is fresh and users run their transactions
for the first time within that domain.

e Cache File Hits occur when the application server retrieves metadata from the application server cache file
(under the <PS_HOME>/appserv/<domain>/CACHE directory) instead of going to the database. This should
take less time than accessing the database if the file system is close to the application server box. You see
Cache File Hits as user transactions being processed after a reboot of the application server domain. Cache
Memory Hits occur when the application server retrieves the metadata from its memory, instead of the cache
file or the database.

Note. Persistent high cache misses or file hits indicate possible cache problems that should be investigated.

Searching for Long Running Transactions

1. Navigate to
PeopleTools, Performance Monitor, History, Completed PMUs.

2. Select the monitored system. Enter PMU Identifier = 100 (Portal request) or 101 (PTA requests), and a value in the

Duration >= (ms): field. Additionally, the Advance Search page allows you to select a particular web server domain,
Agent ID, etc.

3. Click on the Duration Chart and Metric Chart links to present the results in a chart.

Completed PMUs
System ID: 2 Database Name: FSCM3ZPS

|~

User ID: WPt j @, Performance Trace Name: | ‘Q:
Component: Q Market: Global = V
PMU Definition Set: [lal pmuemnitier: el P
From Date: [21m1152012 T3 To Date: 2612012 [
From Time: [oo:0a:01 | To Time: 06:08:54
Duration >= (msk | Duration < (ms):
Search Advanced Search Metric Charts Duration Chart Systern Performance Refresh

Idertifiers Contexds hetrics Trees

2 -, o % Monitor Red
PMU Duration (ms} Complete Tree PMU Details User PIU Status Date Time

1 Jyeco Sorvice Plode and 9145164.000 4B PEPMTRANSUSERSUM GBL PSAPPSRY ICPanel VP Success 221172012
PSPMTRANSUSERSUM.GBLPSPMTRANSUSERSUM. Click

2/|ICPanel 91433583.000 {ﬂ; FeopleCode Command Button for Field WP Success 2an1zo2
DERMED_PSFM REFRESH_BTH

3 PlARequest 1800007.000 4% “Wiew Page WP Success 2211152012

4| JOLT Reguest 1800004.000 4 ICPanel Kl Failed 221z 2

5 Pl& Reguest QEZ477.000 @ Wiew Page WP Success 23nzo2

POORLY PERFORMING, ACTIVE TRANSACTIONS

When a user reports that a transaction has been running for a long time and it is still running, Performance Monitor might be
able to catch the relevant performance data using the 04-Standard Agent Filter level. Navigate to PeopleTools, Performance
Monitor, System Performance, Open PMU Trees (if you know the User ID associated with the transaction and which
monitored system is executing it) or Open PMUs (if you don’t know the User ID). The PMU tree shows the elapsed time at
each level. If the PMU occurs before 12AM today, then a date-time stamp is displayed instead.
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Note: Some of the duration values in the middle of the PMU tree may be longer than others. This is because some PMUs could arrive at the
PPMI Monitor Servlet earlier than other PMUs or the CPU clock might not be synchronized between servers. You only see the discrepancies
during the life of the PMUs in the Open PMU Trees page. When the PMUs are completed, Performance Monitor computes the duration based
on the agent timestamp and synchronizes the values across all tiers of servers.

Open PMU Trees
System ID: 1 Datahase Name: Q246
UserID:  |PSADMIN Q
Search |
Total Trees Retrieved: 1 Currently displaying: 1 E |I| El |E|

[= Open PMU Tree
[= 282.00 sec - P14 Regquest
[= 2892.00 sec- JOLT Request
[= 283.72 sec - Tuxedo Senvice PCode and SGL
JB 25500 sec - ICFanel

Click on the Tuxedo Service PCode and SQL link. The details page shows the Current SQL Statement.
PMU Details : Tuxedo Service PCode and SGL

User ID: PSADMIN

PeopleCode Exec Time (ms): 0 Monitor Received Date/Time:  12/30/2004 2:13:56PMW
PeopleCode SQL Time (ms): 1] nge:&ﬁtan DateTime: 12/30/2004 2:13:53PM
PCode Builtln SQL Time (ms}): 0 Monittr Last Update Date/Time: 12/30/2004 2:14.05FM
PeopleTools SQL Time {ms): 1] Agent Last Update Date/Time:  12/30/2004 2:14:02PW
S0L Fetch Count: 1] Agent Type: PSAPPSRY
S0L Execute Count: 0 Database Name: Q846
Trace Level: Domain HostPort: BFLU040803:19000
S5QL Trace level=0; Peoplecode Trace level=0; Ppr Trace s Inst )
level=0Pia Trace level=0 erver instance: z
PID: 2996
=7
Generic:
ICPanel
Server Name:
PSAPPSRY
Tuxedo Service Name:
ICPanel
PMU Set: 1 Current SQL statement:
select TOP 10 count(®), pm_context_valuet, pm_context_value2
PMU ID: 400 fromn pspmtrans2 ! _wwowhere pro_mon_strt_dttrn == '2004-12-01
. 00:00:01.000" and pm_mon_strt_dttm == '2004-12-30
Agent ID: - e
4 o 14:13:48.000" and pro_agentid in
System ID: 1 (1,23,4,5,67,8910,11,20,21,22,23,24 25) group by
prn_context_value!, pm_caontext_value? order by 1 dese
Instance: 794568952726
Parent Instance: 730144445632
Top Instance: 730144445631

Note: Normally, you need to use the 05-Verbose Agent Filter Level to capture all of the SQL statements. In the Open PMU Trees, Performance
Monitor captures current running SQL statements even if the Agent Filter Level is set to 04-Standard.
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Determining If a Delay is Due to Caching

Unless all user transactions are executed at least once on every instance of the application server processes, none of the
application server processes cache the same PeopleTools object metadata. This means that when the first user submits a
transaction that is new to an application server, the user will experience a delay due to the initial caching of the transaction
metadata. Follow the Long Running User and Portal Requests section above to verify that the delay is due to caching. Another
method is to examine the caching metrics in PMU 412 (Tuxedo Service Summary). A none-zero value in Cache Misses may
attribute to the delay. Here is an example where caching takes up the majority of the total SQL time reflected in PeopleTools
SQL Time.

[= PMU Tree
= £663.00 ms- PI4 Request
[= 254300 ms- JOLT Request
[= 244200 ms- Tuxedo Service PCode and SGAL
S 342700 ms - ICScript
& 0.00 ms - Tuxedo Service Summary

PMU Details : Tuxedo Service PCode and SGL

User ID: PSADMIMN
PMU Details : Tuxedo Service Summary Duration (ms}: 04472000

User ID: PSADMIN
Duration {ms): 0.000 PeopleCode Exec Time (ms): 8426

PeopleCode SQL Time {(ms): 27
Cache Misses: 121 PCode Builtln 5QL Time {ms): 141
Memory Cache Hits: 7848 - PeopleTools SOL Time (ms): £422 -
File Cache Hits: 0 S0L Fetch Count: 2387
Deserialization Time (ms): 2 SOL Execute Count: 1958
Serialization Time {ms): 7 Trace Level:

SQL Trace level=0; Peoplecade Trace level=0; Ppr Trace

PCode Global Size thytes): 339 level=0Pia Trace level=0

Navigate to:

PeopleTools > Performance Monitor > System Performance > Open PMU Trees — PMU Details
Alternatively, navigate to:

PeopleTools > Performance Monitor > History, Completed PMUs,

and Search with the PMU Identifier = 412. Then review Caching statistics in the Metric Charts or in the grid. Optionally, select
or enter the Component name that you want to investigate.

CAPTURING A COMPONENT TRACE

If you are using the Component Trace page to analyze a Performance Trace, make sure to run it with a minimum of the 05-
Verbose Agent Filter Level. The SQL Summary section contains the result only if a Performance Trace is captured with 05-
Verbose level (or higher). The PeopleCode Summary section requires a Performance Trace captured at the 06-Debug Agent
Filter Level.

The Component Trace page is most effective if all the transactions are coming from a single Component. If the data comes
from more than one Component, the Component caching statistics will be misleading.

Check the Component Cache Status before coming to any conclusions. It is easier to analyze the data if the status is Cached.

The Duration Summary section displays how the time spent in the system is distributed between SQL, pack/unpack (i.e.,
serialization/deserialization), PeopleCode runtime, and PeopleTools infrastructure. Investigate further if you see that a large
percentage of time is being spent on SQL or PeopleCode.
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CDI‘I‘IpOI‘IEI’It Trace A& Warning:  Component performance mettic calculations may be inaccurate of incormplete.

Message Description !
My Performance Trace was not runin 'Debug’ Mode. Rerun trace and be sure to override the Filter Setting to 'Debug’. |

A& |Compcnent objects natfully cched Rerun trace. Cache misses skew timings and disahle |

_Pgn_plg(?o_de and _F'go_plgT_ooIs Runt@mg_dura}tion calculations.
Ifyou anly wish to profile a singie component, starttrace right
My Trace containg multiple components. hefore selecting it from the navigation and stop right after
clicking save.

This page is only intended for PeopleSoft component tuning: Only server round trips related to component processing are profiled. Times shown do
not account far tirme spent an the weh serer

Performance Trace Name: Feter's frace Server Round Trips: 3}

Monitor Start Date Time: 05/1172012 06:33:18 SOL Executes: 2109

First Component: USERMAINT.GEL SOL Fetches: 3477

Component Cache Status: Mot Cached PeopleCode Program Executions: o

Duration Summary
|Measuremem | Duration jsecl_ %o of Total |

Total Trace 377551 100.00
|saL ' 36.942 a7.85]

i F;eoyjIeToo'Is S{_ate.'Manag'émer&' :

|Siq _m _C_o_mpom_an‘t : P_a_g_ | Duration {sec) % of Total _Tra:e_
1 Launch Pane/Search Page USERMAINT.GBEL ‘Search Page 0208 05845
2 Load Search Result |USERMAINT.GBL |USER_GEMERAL ' 4017 10,64
3 \Launch PagefSearch Page  PROSMULTIGBEL ‘Search Page | 0.284 075
4 \Load Search Result [PROSMULTLGEL ‘Search Page 0.030 0.08
5 gelectRonQ From Search PRCEMULTLGAL PRCSSAMPLEPMLY 0,823 218
i Launch Secondary Page |PRCSMULTLGEL |PRCERQSTDLG ' 32393 85.80

Click on the PeopleTools State Management tab to display the serialization time, deserialization time, Component Buffer size
and the size of PeopleCode global.

seq Action Packipach Time =6 Comgoneg}ziuﬁ;(:r PeogleCndS?zglo'l:;I
1 \Launch PagefSearch Page | 0.0000 06406 1.9287
2 |Load Search Resuft ' ‘0.0000 B35.7637 1.9287
3 |Launch PagerSearch Fage ' 0.0000 0.6563 0.6104
4 |Load Search Result ' ‘0.0000 12.4570 05104
5 |Select Row From Search Result ' 0.0000 £2.9551 0.6104
B Launch Secondary Page | ‘0.0000 110672207 0.6104

The server round trips is the total number of occurrences during the trace. The sequence of the trips and their durations appear
in the Server Round Trips section. Click on the Action link to display a summary of all SQL statements during the server trip.

| = SaL Summary
i Sl Exerutes
iseq 'S0l Opertion and Tables Feteh Caunt Fetch Count Fetch Duration Fetch Duration
I e Average sec Average {sec)
;'1 ESELECT PS HPORYREUMCNTL | 6 1.UEI_ U.UUU_ 0.0o00
;2 -SELECT PS }{POUTDESTFQRM_AT | 2?_ 4.50_ D.DDE_ _D.DDD
|SELECT PS PRCERASTDLGLIST,
FS PRCSTYPEDEFM T,
i3 PS5 PRCSDEFMPRLE, 143 183.00 0.003 0.003
PS PECSDEFMGEP G, PS PRCSDEFR
|4 SELECTPS PRCSDEFMFLDRE %W 1 1.00 0.0o0 n.000
:;5 (SELECT PEXPRPTOEFM 36 1.00 0.004 0,000

LONG RUNNING SQL

There are three PMUs that report SQL statistics. All three PMUSs will have their performance data monitored at the 05-Verbose
Agent Filter Level.
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e 406-PeopleCode SQL Execute
e  407-PeopleCode Built-in SQL Execute
e  408-PeopleTools SQL Execute

Navigate to PeopleTools, Performance Monitor, History, Completed PMUs. Select the monitored system. Enter PMU
identifier = 406, and a value in the Duration >= (ms): field. Check to see if the SQL statement uses a cursor, and if it has been
compiled.

Tor COMPONENT USAGE

Navigate to PeopleTools, Performance Monitor, Analytics, Top Components. Select the monitored system. Enter a Date /
Time range and the number of Top Components you want to see. There are three sections / charts on this page:

e A display of Top Components by the number of times visited (based on count).
e A display of Top Components by cumulative time spent in the Component (based on cumulative durations).
e A display of Top Components by average time spent in the Component (based on duration averages).

This is the main screen for getting the Top Components displayed depending on your selection.

PeopleSoft.

Home

[> Process Schaduler <] Top Components |
[> Cube Manager
I> Application Engine System ID: 1 Database Name: EP390846

[ Query Access Services
[ Integration Broker

earch Parameters

[» REN Server Configuration | |

[ Setup Manager User ID: | C,  Performance Trace Name: | aQ
[> MultiChannel Framework Component: | @ Market: olobal =

[+ Archive Data

[> Data Archive Manager From Date: 02072006 [%  To Date: 02072006 [#)

> SRS From Time: 12:00:01AM To Time: 5:52:43PM

[ EDI Manager

[ Mass Changes
< Perfarmance Manitor __search | yumber to Retrieve: 10 Refresh | _|

[ System Monitar

~* Top Components

= Anahtics
— User Reguests yiew in Grid - M E 10100710 D]
— Component Trace -
— Companent Statistics
— Partal Statistics
— Pl Statistics PSPMC OMPEVENTS. GBL.PSPMCOMPEVENTS. Click PeopleCode Command Button for Field DERIVED_PSPM.REFRESH_BTN
= - OMponents PSPMCOMPEVENTS. GBEL PSPMC OMPEVENTS Select Row0 From Search Result
— Top Portal Cantent PURCHASE_ORDER_EXP.GELSearch Page Load Search Result
Requests PSPMTRANSHISTE. GEL PSPMMETRICS_SEC Launch Secondary Page
—Top PeopleCade SAL JOURNAL_ENTRY_IE.GELSearch Page Load Search Result
— Top PeopleCode EX_PE_PRED_PGLET .GBL.E(_PE_PRED_PGLET_N.Launch Page/Search Page
~ E;engseo oCode B_TIP_STG3_MAIN.GBLEX_TIP_STGL_MAIN.Launch Page/Search Page
_p_p—E)(ecutiDnS WCHR_EXPRESS GELAWCHR_SURMARY_PG.Load Next Compaonent in the List
— Sample au ple Queries JRMLGEM_DEFN.GELSearch Page Load Search Result
> History REQUISITIONS . GEL.RECQ_FORM.Load Mext Component in the List
b Administration FTTTTTT Ty
I Weh Profile DL i b 5 1L 1% JLI
P Meahkila S linmt vI ‘I I L4

Click on the View in Grid link to display the actual data, and sort it by clicking on the column headers
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[> Process Scheduler
[» Cube Manager
[= Application Engine
[> Query Access Services
[+ Integration Broker
[ REM Server Configuration
[ Setup Manager
[> MultiChannel Framewaork
[» Archive Data
[ Data Archive Manager
[> Translations
[- EDI Manager
[» Mass Changes
= Performance Monitor
[ Systerm Manitar
= Analtics
— User Reguests
— Component Trace
— Component Statistics
— Partal Statistics
— PIA Statistics

Reguests
— Top PeopleCode SQL
— Top PeopleCode
Events
— Top PeopleCode
Executions
— Sample Queries
[ Histary
[> Adrministration

[> WWeb Profile
I bahkila Cliant

Home: Performance Trace

iITop Components

Chart Information

REQUISITIONS.GBLREGQ_FORM.Load

g Mext Component in the List =

5 JRMLGEM_DEFM.GBL.Search 700
Page.Load Search Result :

5 YCHR_EXPRESS.GBLYCHR_SUMMAR 700
Y¥_PG.Load Next Component in the List :

4 EX¥_TIP_STG3_MAIN.GBL.EX_TIP_STG1 500
_MAIN Launch PageiSearch Page :
EX¥_PE_FRED_PGLET.GBLEX_PE_PR

g ED_PGLET_M.Launch Page/Search 5.00
FPage

& JOURMAL_EMTRY_IE.GBEL.Search 500

Fage.Load Search Result
PSPMTRAMSHISTE. GHL.PSPMMETRIC
S_SEC.Launch Secondary Fage
PURCHASE_ORDER_EXP.GBL.Search
Page.Load Search Result
PSPMCOMPEVENTS.GBL.PSPMCOMPE
49 YEMTS.Select Rowl From Search
Result
PESPMCOMPEVENTS.GBL.PSPMCOMPE

YEMTS.Click PeopleCode Command
Button for Field

5.00

4.00

;I DERIWED_FSPM.REFRESH_BTN

By expanding the section ‘Top Cumulative Durations’ you will get the Top Components sorted by durations ( ms )

PeopleSoft.

[» Process Scheduler
[ Cube Manager
[> Application Engine
[> Query Access Services
[ Integration Braker
[ REM Server Configuration
[- Setup Manager
[ MultiGhannel Framewark
[ Archive Data
[- Data Archive Manager
[> Translations
[ EDI Manager
[ Mass Changes
= Performance Monitar
[ System Monitar
= Anahtics
— User Reguests
— omponent Trace
— Component Statistics
— Portal Statistics
— P& Statistics

— Top Portal Content
Requests

— Top PeopleCode SGL

— Top PeopleCode
Events

— Top PeopleCode
Executions

Home Add to

=l Top Components
System ID: 1

» Search Parameters

Search | Number to Retrieve: 10

} Top Components

Database Name: EFP290246

Refrash |

*: Top Cumulative Durations

View in Grid -E H 1to100f10 B @

. Sum Gample Size)

WCHR_EXPRESS. GELAWVCHR_SUMBMARY_PG.Load Next Companent in the List ()

WCHR_EXPRESS. GEL.Search Page.Launch Page/Search Page (1)

PURCHASE ORDER_EXP.GEL.PO_EXPRESS Select Rowd Fram Search Result (1)

REGQUISITIONS. GEL.REG_FORM. Load Next Component inthe List (13

FSPMTRANSHISTE. GEL PSPMTRANSHIST .Click PeopleCode Command Button for Field DERINED_PSPM2 SEARCH_BTN
RECUISITIONS GEL.REQ_FORM.Select Rowd From Search Result (1)

FEPMEYSHEALTH. GEL. PSPMSYSHEALTH Select Row0 From Search Result (20

PT_PM_RECPROC_DIAG. GELPT_PM_RECPROC_DIAG. Click PeopleCode Command Eutton for Field DERIWED_PSPh2.SE
WCHR_EXPRESS . GELWCHR_SUMMARY_PGSelect Row2 From Search Result i
FEPMCOMPPERF. GEL FSPMCOMPPRERF Select Rowl 0 From Search Result (1)

i 50,000
Duration {ms)

100,000

Click on the View in Grid link to display the actual data, and sort it by clicking on the column headers
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PeopleSoft.

[> Process Scheduler
[ Cube Manager
> Application Engine
[ Query Access Services
[ Integration Broker
[ REM Server Configuration
[> Setup Manager
[ MultiChannel Framewaork
[ Archive Data
> Data Archive Manager
[> Tranzlations
[ EDI Manager
[ Mass Changes
= Performance Maonitor
[> Systern Monitor
= Analytics
— User Requests
— Component Trace
— Component Statistics
— Bortal Statistics

— Top Portal Content
Eeguests
— Top PeopleCaode Sal
— Top PeopleCode
Events
— Top PeopleCode
Executions
— Sample Gueries
[> History
L Administration
[ Wweh Profile

I hahila Cliant

BN chart Information

FSPMZOMPPERF.GBL.PSPMCOMPPER
F.Select Row10 From Seatch Result (1)

WCHR_EXPRESS GBLYCHR_SUMMAR
Y_PG.Select Row?2 From Search Result
1

FT_PM_RECPROC_DIAG GEL.PT_PW_
RECFPROC_DIAG Click PeopleCode
Command Button for Field
DERINWED_FPSPM2.SE

REQUISITIONS. GEL.REG_FORM.Select
Rowd Fraom Seatch Result {1}
FPSPMEYSHEALTH . GBL PESPMEYSHEAL
TH.Select Rowl From Search Result (2)
FPURCHASE_ORDER_EXP.GBL.PO_EX
FRESS.Select Rowl From Search
Result (1)
WCHR_EXPRESES.GBL.Search
Page.Launch FagelSearch Page (1)
FPSPMTRAMNSHISTE.GEL.PSPMTRAMNSHI
ST.Click FeopleCode Command Button
for Field
DERNED_PSPM2.SEARCH_BTR
PSPMCURUSERS.GBLPSPMCURUSE
RS.Launch PagelSearch Page (1)
PURCHASE_ORDER_EXP.GBL PO_EX
FRESE.Select Row31 Fram Search
Result (1)

CCDRMOWVCLIE AL TL 01 OCDhCWo LIC )
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(Sample Size)

(Sample Size)

(Sample Size)

(Sample Size)

(Sample Size)

{Sample Size)

(Sample Size)

(Sammple Size)

(Sample Size)

(Sample Size)

11 April 2013

107122.00

98070.00

89206.00

45496.00

40180.00

11032.00

10241.00

5523.25

2357.00

15850.00

By expanding the section ‘Top Durations Averages’ you will see the average time for loading each of the components ( ms )

PeopleSoft.

[ Process Scheduler

[ Cube Manager

[= Application Engine

[> Query Access Services

[ Integration Broker

[ REM Server Configuration
[> Setup Manager

[ MultiChannel Framework
[ Archive Data

[> Data Archive Manager

> Translations

[ EDI Manager

[ Mass Changes

=7 Performance Monitor

[> Systern Monitor
= Analytics
— User Reguests
— Component Trace
— Component Statistics
— Bortal Statistics
— P& Statistics

nponents

— Top Portal Content
Eeguesis

— Top PeopleCode SQL

— Top PeopleCode
Events

— Top PeopleCaode
Executions

— Sample Queries

[ Histor

= Top Components

System ID:

1 Database Name:

{¥ Search Parameters

Search I Number to Retrieve: 10

Bl Ao Samplesizer [] std. Dew

PURCHASE_ORDER_EXP.GEL.PO_EXPRESS Select Rows1 From Search Result (1) —
FEPMCURUSERS. GEL.FEPMCURUSERS Launch Page/Search Page (1) —
PEPMTRANSHISTE. GEL.PEPMTRANSHIST . Click PeopleCode Command Buttan for Field DERNWED_PSPM2 SEARCH_ETHN —
WCHR_EXPRESS.GEL.Search Page.Launch Page/Search Page (1) —
PURCHASE_ORDER_EXP GEL. PO_EXPRESS Select Row0 From Search Result (1) —
PEPMEYSHEALTH. GEL.PSPMSYSHEALTH Select Row 0 From Search Result (20 —
REQUISITIONS GEL.REQ_FORM Select Rowd From Search Result i1 —
FT_PM_RECPROC_DIAG. GELPT_PM_RECPROC_DIAG.Click PeopleCode Command Button for Field DERIVED _FEPM2.5E —
WCHR_EXPRESS GELWCHR_SUMMARY_PG Select Row2 From Search Result (11
FSPMCOMPPERF. GEL PSPMCOMPPERF Select Rowl 0 From Search Result (13

EFE90246

Wiew in Grid

Refresh I

* Top Cumulative Durations

~ Top Duration Averages
[ [ 1to10of10 ] b

=

50,000 100,000
Duration {ms)

JOLT ERROR AND TIMEOUT

Web browsers and integrated systems don't send requests directly to the application server. Instead, they send HTTP/S requests
to the PeopleSoft servlets running on the web server. The web server translates the HTTP/S request into a Jolt request that is

sent to a specified Jolt port. Then the application server, running on Tuxedo, submits the appropriate SQL to the database.

If there is a communication problem ( request are taking too long ) you will see various Jolt errors.

The difference in the duration time of PMU 115 (JOLT Request ) and its corresponding PMU 400 ( Tuxedo Service PCode and
SQL ) is the total time spent on JOLT network latency, waiting time in the Tuxedo queue, serialization and deserialization of
the full request/reply at the web server, and the serialization and deserialization of the User ID information on the application

S€rver

Navigate to PeopleTools, Performance Monitor, History, Completed PMUs. Select the monitored system. Enter PMU

identifier = 115 (JOLT Request) and PMU Status = Failed or Timeout on the Advanced Search Page.
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Completed PMUs
System ID: 2 Database Name: FSCM3IZFRS
~ Search Parameters
User ID: | ’a Performance Trace Name: | ’a
Component: | l_ Market:
PMU Definition Set: | 1 ’a PMU ldentifier: mh JOLT Reguest
From Date: m To Date: ’W@
From Time: |UUZUUZU1 To Time: 0E:05:37
Duration >= (ms): | 10000.000 Duration < (ms):
Cortext 1: | Context Help
Context 2: | Statement Number:
Context 3: | ProcessiD
PIU Status: | Failed g ~|
Top Instance: | Instance ldentifier:
Domain Name: | 'a Domain Host/Port: | ’a |
Agent ldentifier: | a Agent Type: | ’a
| Search Basic Seatch Metric Charts Duration Chart Systerm Pedormance :_. Refresh |

SPECIFIC COMPONENT NAME / USER ACTIONS

The User action is reported in the Context 3 field for PMUs 401, 402, 403, and 416, and in the Context 2 field for PMU 411.
The Component name is reported in the Context 1 field for PMUs 401, 402, 403, and 416. These values are shown in the
Contexts tab on the Completed PMUs page.

Completed PMUs
System ID: 2

~ Search Parameters

Database Name: FSCM3IzZPS

User ID:
Component:

PMU Definition Set:
From Date:

From Time:

Duration == {ms):

[ Gearch. | Advanc

Completed PMUs

| -Summary Ideﬁ{ifiers

PMU

1 ICPanel

’a Performance Trace Name: |

|
| 'a Market:

1lal  paudentifier: | 401]Q) prau:
[zrizon | To Date:
|00:00:01 To Time:
_1 nooo.0on Duration < (ms):
ed Search Metric Charis CDuration Chart

Bl

Global v

ICPanel

|zrntizonz i
|0g:05:37

System Performance | Refresh |

hetrics Trees
—
: Context Identifier Context ldentifier Context ldentifier
Duration {ms} T TS S
234601484.000 10 18
9143393.000 10 19
5633772.000 10 19

3 Context 1 Context 2

20 PSPMTRANSUSERSUM GBL PSPMTRANSUSERSLIM
20 PSFMTRANMSUSERSUM.GBL PSPMTRANSUSERSLIM

20 PESPMTRAMSUSERSUM.GBL PEPMTRANSUESERSLIM

Context 3

Click PeopleCode ©
for Field

DERIWED_FSFM.RE

Click PeopleCode
for Field

DERIVED_PSPM.RE

Click PeopleCode ©
for Field
DERIWED_FPSFM.RE

>

EXTERNAL SOURCE CALLING COMPONENT INTERFACE

Here is an example of tracking Web Services performance, such as SOAP (Simple Object Access Protocol) or WSDL (Web

Services Description

Language) interactions between systems.

Note that the PMU details show that a SOAP web service request has been sent to the Integration Broker and is, in turn,

making a call to a component interface executing business logic. PMU 418, which is an External Component Interface Call
into the application server, captures the performance statistics. PMU 418 is monitored at the 05-Verbose Agent Filter Level.
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Open PMUs

[ summary Y [dentifiers Y Cortexts | Metrics “
PMU Duration {sec) PIMU Details User ID Action Monitor Received Date Time Agent Start Date Time
1 Tuxedo Service PCode and SaL 5931.733 ICScriptICScript _unknown_ Update 062152004 1001 8:454M 062152004 9:46:1TAM
hitpifpsft-
web.combe.com:10380ipscifs88
2 [CSeript 5914.000 tSUEMPLOYEE/PT_LOCALISME  _unknown_ Start 062172004 1007 9:03A0 062172004 9:46:1TAM

BLIB_SOAPTOCISOAPTOCIFial
dFormula.lScript_SCOAPToC]

3 Tuxedo Service PCode and SAL 5455.847 ICScriptICScript _unknowen_ Update 062152004 10:26:41AM OB21/2004 10:26:40AM
hitpifpsft-
web.combe.com:10380ipscifs88

4 [CScript 5446.000 tSVEMPLOYEE/PT_LOCALISME  _unknown_ Start 062172004 10:26:51AM 062172004 10:26:40AM

BLIB_SOAPTOCISOAPTOCIFial
dFormula.lScript_SOAPToC]

5 Tuxedo Service PCode and SGL 4849.517 ICScriptICScript _unknowr_ Update 0642172004 10:36:4TAM 062172004 10:38:44AM
hitp:ifpsft-
web.combe.com:10380ipscifs88

B [CScript 4549.000 tSVEMPLOYEE/PT_LOCALISMWE  _unknown_ Start 062172004 10:36:484AM 062172004 10:36:44AM

BLIB_SOAPTOCISOAPTOCIFial
dFormula.lScript_SCOAPToC]

7 Tuxedo Service PCode and SQL 3831.483 ICScriptICScript _unknown_ Update 0642172004 10:53:454M 062172004 10:53:41 AM

E Done @ Truste

ALARMS AND WARNINGS

Events 355, 356, 500, 801, 802, 803 and 900 are monitored at the 03-Warning Agent Filter Level. Navigate to PeopleTools,
Performance Monitor, History, Event History. Click the Advanced Search link and check the Warning checkbox.

Here is an example of a JOLT service failure and the subsequent loss of transactional data.

Event History

System ID: b Database Name: FSCMAzPs

Event Definition Set: |—1H Event ID: ’—E Event:
From Date: Eﬁﬁﬁﬁﬁ_@ To Date: Eﬁ.{ﬁ;@
From Time: |_UU_U_U_U1_ To Time: Eaiéé—
Domain Host/Port: | 'a
Domain Name: | IQ
Agent ID: | [Q Agent Type: | =Y
Process ID: |
& Alarms 9 Informational
Error Walning O standard Overbose E Debug
Search | . Refresh

Basic Search Metric Charts System Perfaormance

Ibertifiers Metrics

Event Monitor Date Time Agent Date Time
1 Server Process Recycle Ay 023082012 071814 03082012 1017:43
2 Server Process Recycle i 03082012 071901 0382012 10:18:249

The following screen is showing a recycle of the PSMONITORSRYV process on the Application Server domain:
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Event Details : Server Process Recycle

etries W agentDetais

Senice Timeout Setting: 0 Monitor Date Time: 03082012 071814

Recycle Counts Setting: 0 Agent Date Time: 03082012101 7:43

Allowed Consec Service Failure: 0 Agent Type: PEMOMITORERY

Recycle Reason: Database Name: FSCMIZPS

Metric 5: _ Domain Host Port: grs-ptviml 3.0 oracle.com000
Metric 6: - Server Instance: 1

Metric 7: PID: 24756

Additional Description:

Event Set: 1

Event ID: 356 )
Agent ID: 14

Systemn ID: 2

PMUS CONTAINING PEOPLECODE ERRORS

If a user reports a PeopleCode error, navigate to the Completed PMUs page and search for PMU 404 (PeopleCode Program
Execution) with PMU Status = Failed.

Note that monitoring PMU 404 requires the 06-Debug Agent Filter Level. Drill down to the PMU tree to investigate the issue further.

User Requests
System ID: 1 Database Name: CR330DvL

= Search Parameters

User ID: |VP1 Q Performance Trace Name:

From Date: 04262004 [5) To Date: 04i262004 [3)
From Time: 5:35:00PM To Time: 5:31:50PM

Microsoft Internet Explorer =l

= User Requests
& Error in date/time parameters. -3 |
-1 : Missing Inputs
lPIA -2 : From date is larger than To date,

-3 1 On same day, From time is larger than To time,
-4 : Missing input field. Internal errar. Erroneous function call,

The following screen is showing an issue with the PeopleCode Program execution.
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] Identifiers Cantexts Metrics Trees
Ehilt Duration (ms)| Complete Tree | PMU Details User B Status
1 PlAReguest 311.000 48 Wiew Pane WP Success
2 JOLT Request 80.000 4% ICPanel W1 Success
i PEPMTRAMSUSERSUM.GELPS

3 Tuxedo Service PCode and SGL 46.000 4 APPSRY 1CPanel YR Success

4 Serialization 20,000 4% ICPanel PSAPPSRYV.ICPanel WP Success
PEPMTRANSUSERSLIM.GBLPS
PMTRANSUSERSIUM.Click

5 ICPanel 10.000 4 fofg?é'?gﬁde Command Buttan 1 Success
BERIVED_PSPMREFRESH_BT

6 PeopleCode Prograrm Execution §.000 @Y) PEPMTRANMSUSERSUM.GBL WP Failed

T Pannlarnda Proanrarm Fvaritinn annn CoCoOMTODARCICCDC! 1M 201 A=} Sirrace

11 April 2013

Monitor Received
DateiTime

04f26/2004
04126/2004

G:31:27PM
5:31:27PM
04/26/2004 5:31:27PM
04262004 5:31:27PM

D4/26/2004 5:31:27PM

041262004

AAFTRIINNA

5:31:27PM

A ITR M

Further investigation shows that the SQL statement fails due to the lack of date/time (bind variables :2 and :3).

[= PMU Tree
[= 311.00 ms - P14 Request
[= 80.00 ms - JOLT Reguest
[&= 46.00 ms - Tuxedo Service PCode and SQL
[= 1.00 ms - PeopleTools SGL Execute
B .00 ms - SAL Fetch Summary
B 0.00 ms - Implicit Commit
1.00 ms - PeopleTools SGL Execute
£ .00 ms - SCL Fetch Surnmary
0.00 ms - Implicit Commit
1.00 ms - Implicit Commit
7.00 ms - Deserializatian
10.00 ms - [CPanel
[= 8.00 ms - PeopleCode Program Execution
[= 8.00 ms - PeopleCode Program Execution
[= 5.00ms - PeopleCode Program Execution
[= 2.00 ms- PeopleCode SGL Execute
£ 0.00 ms - SaL Fetch Surnmary
B 0.00 ms - Peoplecode Program Execution

=
=
=
=
=

Additional Data
SQOL Statement:

SELECT APM_HOST_PORT, APM_DOMAIN_NAME,
APM_INSTANCE, B.DENAME, C.PM_INSTANCE_ID,
C.PM_TOP_INST_ID, D.PM_CONTEXT_LABEL,
C.PM_CONTERT_VALUET, LPM_CONTEXT_LABEL,
C.PM_CONTEXT_VALUEZ, J.PM_CONTEXT_LABEL,
C.PM_GONTEXT_VALUES, F PM_METRICLABEL_1,
C.PM_METRIC_VALUE1, G.PM_METRICLABEL_2,
C.PM_METRIC_VALUEZ, H.PM_METRICLABEL_3,
C.PM_METRIC_VALUE3,F.PM_METRICID_1,G.PM_METRICID_2 H.
PM_METRICID_3,D.PM_CONTEXTID_1,|.PM_CONTEXTID_2,J.Ph_
CONTEXTID_3  FROM PSPMAGENT A, PSPMSYSDEFN B,
PSPMTRANSHIST C, PSPMTRANSDEFN E, PSPMMETRICT WA F,
PSPMMETRICZ_W G, PSPMMETRICI_WVW H,
PSPMCONTEXTT_WW D, PSPMCONTEXTZ_WW |,
PSPMCONTEXTA_ WY WHERE B.PM_SYSTEMID =
APM_SYSTEMID  AND APM_ASENTID = C.PM_AGENTID

AND CPM_TRANS_DEFN_SET=1  AND
C.PM_TRANS_DEFN_ID=412  AMD C.PM_METRIC_WALUET =

0 AMDAPM_SYSTEMID=:1  AND

CPM_AGENT_STRT_DTTM BETWEEN :2 AND 3 AND F
C.PM_TRAMS_DEFMN_SET=EPM_TRANS_DEFMN_SET
C.PM_TRAMS_DEFMN_ID=EFPM_TRANS_DEFN_ID  AND
F.PM_METRICID_1 = EPM_METRICID_1  ANMD
GPM_METRICID_2=EPM_METRICID_2  AND
HPM_METRICID_3=EPM_METRICID_3  AND
DPM_CONTEXTID_1 = CPM_CONTEXTID_1  AND
LPM_CONTEXTID_2 = CPM_CONTEXTID_2  AND

J.PM_COMNTEXTID_3 = C.PM_CONTEXTID_3 Bind1="1",

SAMPLE QUERIES

In addition to the analytics menu items, Performance Monitor provides sample queries for listing Component Cache Misses,
Timed Out SQL statements, and Server Restart Counts. All three queries can be run against the history table or archive table.

You can access Sample Queries under

PeopleTools, Performance Monitor, Analytics, Sample Queries.

The date/time format is “MM/DD/yyyy hh[:mm:ss(A/P)M]” or “MM/DD/yyyy hh[:mm:ss]” if you are using 24-hour clock,

where month (MM) and date (DD)are numeric.

For a list of sample queries available in PeopleTools,
Reporting Tools, Query, Query Manager.

Search by Query Name begins with PPM.
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Favorites | Main Menu > Reporting Tools 5 Query > Query Ménager

Query Manager

Enter any information you have and click Search, Leave fields blank for a list of all values.
Find an Existing Query | Create MNew Guery

“Search By |Query Name v|  beginswith FPM

Search Results

*Folder View |- All Folders - -

| cheskal | | UncheckaAl | ‘Action|-Chosse~ ¥ 6o

Bunto PRunio Bunto

Select Query Hame :I]escr Owner Folder Edit HTML  Excel XML Schedule
| 2 = f ublic Edit HTML (Excel XML  Schedule
Ol PPM_APPSRY_START_COUNTS _Eoel_rl‘;ft;pr°°esses bl Publ Edit |HTML 'Excel ML  Schedul
PPM_APPSRY_START_COUNTS_ARCH Public | Edit HTML Excel ML  Schedule
0 E;Lrl\:ﬁ;pmcesses start
FPM_COMF_BUILD_CACHE ‘PPM comp huilding cache Public | Edit HTML Excel xwL Schedule
=
_| = ] ! i ublic Edit HTML (Excel XML  Schedule
[0 FPM_COMP_BUILD_CACHE_ARCH :iﬂl\?e“"d'”g Eathenn gy Edit HTML |Excel ML  Schedul
| FRM_TIMEQUT_SGQL_REG PP timeout gl request Fublic | Edit HTML Excel ML Schedule
O] FPM_TIMEOUT_SQL_REQ_ARGH  [rMtmeoutsalrequest gy Edit HTML |Excel ML | Schedule

arch

SERVER PROCESSES RECYCLING EVENTS

Navigate to

PeopleTools, Performance Monitor, System Performance, Recycled Processes Diagnosis.

Here is an example of the search result.

Recycled Processes Diagnosis

System ID: 2 Database Name: FSCMIZPS
From Date: m To Date: m
From Time: 0o:00:a1 To Time: 0Z:18:05
Domain Name: | ’a
Agent ID: B Q| Server: | _’a _
. seach | Refresh |

Abnormal terminated/Time-out Processes

Agent ID Server Process I Agent Date Time Event History Completed PMUs
13 \PSAPPSRY 120228 29/11/2012 22:28:05 EventHistory  Completed PMUS
13 |PSAPPSRY 129229 1281112012 22:28:05 |EventHistory | Cornpleted PMUs |
25 PSAPPSRY (28248 2001172012 222808 [EventHistory  Completed PMUS
25 |PSAPPSRY 129248 12901112012 22:28:06 \EventHistary  Completed PMUS |

Exceed Recycle Counts Processes

Agent ID Server Process ID Agent Date Time Event History Completed PMUs |
12 PSAPPSRY 29210 12901112012 22:28:07 |EventHistory  Completed PMUs |
12 |PEAPPSRY 129210 28M11/2012 22:28:07 |EventHistary | Completed PMUS
12 \PSAPPSRY 29427 12901112012 22:30:37 |EventHistary  Completed PMUS
6 \PSAPPSRY 29447 120/11/2012 22:30:53 |EventHistory  Completed PMUs

Click on the Event History link for a Process ID of interest to drill into events associated with the recycle:
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Filter Lewvel

& Alarms o Informational
OlEmor DWarning Cstandard [verbose O Debug
| search | Reftesh

Basic Search

Completed Events

Idertifiers | Metrics

Metric Charts

System Performance

‘Event

1 éAgent Configuration Ack
2| Agent Configuration Ack
3 Agent Init Motification

4 ge.rit.C.oht.a.ct .No.tiﬂc.étion
5 Anent Contact Motification
B AgentinitMotification
?'éSE@[-EI‘DCEBS Racycle
SfServer Procéss Récx.c.le.

EFEre oo e e

Monitor Date Time.

3012012 D2:16:44
13011152012 02:16:44
130011/2012 02:16:44
|30/1/2012 02:16:44
3012012 02:16:44
1301152012 02:16:44
301172012 0216:44
|30M1/2012 02:16:44

Agent Date Time

12901112012 22:28:04
1291112012 22:28:04
12971112012 22:28:04
1281112012 22:28:04
1291112012 22:28:04
2901/2012 22:28:04
20112012 22:28:07
1281112012 22:28:07

11 April 2013

Here is the Event detail of the Agent Contact Notification

Event Details : Server Process Recycle

Service Timeout Setting: 1}
Recycle Counts Setting: 10
Allowed Consec Service Failure: 2
Recycle Reason: Recycle counts exceed
Metric 5: -

Metric 6: -

Metric 7:

Identification
Event Set: 1
Event ID: 356
Agent ID: 12
System ID: 2

Agent Details

Monitor Date Time:
Agent Date/Time:
Agent Type:
Database Name:
Dormain HostPort:
Server Instance:

PICk:

302012 02:16:44

2911102012 22:28:07
PEAPFPSRY

FSCMAzZPS

gos-ptvm1 3.us.oracle.com: 3000
1

29210

Additional Data

Additional Description:

Similarly, you can click on the Completed PMUs link on the Recycled Processes Diagnosis page. The Completed PMUs
executed by a process (PID = 29210) prior to the recycle event are shown. The functionality for monitoring server process
recycling is available in PeopleTools 8.46 and later.
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Chapter 6 — Common Questions - FAQ

What is a PMU?

PMU stands for Performance Measurement Unit. It represents the smallest unit of work executed in the PeopleSoft Internet
Architecture. A PMU collects the following information:

e Start and end timestamp

e Application User ID responsible for initiating the PMU
e  Status

e Identifier of the Agent executing the PMU

e Data collected during the lifetime of the PMU

A PMU can be related to another PMU through parent-child relationships and can therefore be represented in a tree structure.

How do I get the Verbose and Debug PMUs?

PeopleSoft Systems can be monitored at the following Agent Filter Levels:
e 0I-Standby
e  (02-Error
e (3-Warning
e  04-Standard
e (05-Verbose
e 06-Debug

Performance Monitor is currently delivered with PMUs associated with the 04-Standard, 05-Verbose and 06-Debug Agent
Filter Levels. The monitored system collects all the PMUs associated with the filter level that matches the system’s current
filter level and higher. For example, a monitored system at the 06-Debug Agent Filter Level collects PMUs associated with the
Agent Filter Levels 06-Debug, 05-Verbose and 04-Standard.

There are two ways to get Verbose or Debug PMUs:

1. Set a system-wide 05-Verbose or 06-Debug Agent Filter Level for the monitored system. In the Performance
Monitoring system, navigate to PeopleTools, Performance Monitor, Administration, Agent Filters. Pick the
monitored system whose Agent Filter Level you want to change. Select the Agent Type and change the Agent Filter
Level via the drop down list box. Click the Save and Notify Agents button. Normally, in a development or test
environment, if you only want to get data for Top PeopleCode SQL, Top PeopleCode Events and Top PeopleCode
Executions, raising the Agent Filter Level for the PSAPPSRYV agent type should be sufficient.

2. Enable Performance Trace. You can safely turn on the Performance Trace feature even for a production environment.
The additional data captured for the 05-Verbose or 06-Debug Agent Filter Levels only impacts the end user who
initiated the Performance Trace. In the Performance Monitoring environment, navigate to PeopleTools, Performance
Monitor, Administration, System Definitions. Pick the monitored system for which you want to enable
Performance Trace. Check the Allow Performance Trace box. Next, Click the Save and Notify Agents button.

Generally speaking, using 05-Verbose or 06-Debug filter levels system wide is not recommended for a production environment due to the
volume of data it can produce. Enabling a Performance trace at the user level is the recommended method.

Why are the Prompts for Usernames, Components, and Performance Trace Names Empty in PMU
History and Analytics Pages?

Performance Monitor delivers a utility Application Engine program PSPM_LOOKUP, to cache the PeopleSoft User IDs,
Component names and Performance trace names. The program gathers the values by looking at the performance data inserted
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since its previous run. PeopleSoft recommends this program be scheduled to run periodically. The process can be initiated by
navigating to PeopleTools, Performance Monitor, Administration, Schedule Lookup Maintenance.

Why Do I Get No Data on the Top PeopleCode SQL, Top PeopleCode Events, and Top PeopleCode
Executions Pages?

The Top PeopleCode SQL and Top PeopleCode Events pages require data captured in 05-Verbose PMUs by application
servers (PSAPPSRYV), and the Top PeopleCode Executions page requires 06-Debug PMUs, again captured by application
servers. The message appears, and acts as a reminder that the application server monitor agents for the monitored system are
set to the 04-Standard or 01-Standby Agent Filter Level when you enter the corresponding page.

What Does the Message: “Verbose (Debug) PMU charts. Agent filter for PSAPPSRY is currently
set to — Standard/Standby” Mean?

There are two ways to get 05-Verbose or 06-Debug PMU s, as explained in the previous FAQ, How Do I Get the Verbose
and Debug PMUs?

What is the Best Practice for Granting End User Access to Performance Trace in a Production
Environment?

Performance Trace is a very powerful and practical tool for troubleshooting performance issues in a production environment.
This is because it allows you to gather very detailed information to help determine the cause of a performance problem without
impacting other uses on the system. The following is the list of recommended steps for granting Performance Trace access to
the end users who report a performance issue. Repeat these steps for each of the monitored systems.

1. Create a new Permission List for Performance Trace Access in the monitored system. Navigate to
PeopleTools, Security, Permissions & Roles, Permission Lists.

2. Add a permission list with a descriptive name, e.g. PPM_CONSOLE DEMO_PERMISSION, that will have access to
the PPM Console.

General | Pages FeopleTools Process Sign-on Times Component Interfaces E)

Permission List.  PPM_CONSOLE_DEMO_PERMISSIONS

Description: |Perfarmance Manitar Cansale

Navigator Homepage: | ;C-):

ean start Application Server?

I anow Password to be Emailed?

& Never Time-out

O Specific Time-out (minutes) | _i

3. Navigate to the Web Libraries tab. Click on the search icon (the magnifying glass).
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@ EEEBS e anp#aTOGIs:-‘::’-F*ro_cass:-‘::’Eign-nnTimes | Component Interfaces:

Fermission List.  PPM_CONSOLE_DEMO_PERMISSIONS

Description:
Web Libraries ersonaize | Find | B | B
‘Web Library Hame (Edit
@ Eat =

[P o ——— Ehsdd | | Updatemisplay |

4. Select WEBLIB_PPM from the search results.

@ | Pages | PeopleTools | Process | iSi'rgni_anTir'r].BB I .;.C.Dmpnn.entIn_tle_rracas_?- i
=

Permission List  PPM_CONSOLE_DEMO_PERMISSIONS
Description:

Web Libraries ) e | Einet | BV | 2 ple g opt Do

‘Web Library Hame
[WEBLIB_PP
Menu Name

po

[F save | [EhRetunto Search | [Chadd | |2 updstemisplay |

5. Click on the Edit link.

@ Fages PeopleTools || Process || _E‘__.jg'n-nn'Timas Component Interfaces

Permission List  PPM_CONSOLE_DEMO_PERMISSIONS

Description: FPerfarmance Monitor Console

Web Libraries

Web Library Hame
WEBLIE_PFPM |Edit jElel

Libraries:

6. Click on the Full Access (All) button.

Copyright © 2013 Oracle USA, Inc. All rights reserved.

64



PeopleSoft Performance Monitor

Weblib Permissions

WEEBLIE_PPM ﬂ

Web Library Permission

! ize Firet Bl q-3of 2 14| 5 | ;FLI_”-?B‘:CPQSQ{‘:N&

| Function *Access Permissions EEWSBHISHLBE IR EHCE S Nl
| Function fAccess Permissions = = T—
4 ! Gt | Mo Access (Al
IBCRIPTY FieldFormula 1Seript_Main Full Access w Wigwe ]
!ISCRIPT1.FieIdFormuIa.IScript_NoUserTrace Full Access I Wig |

7. The Access Permissions for both functions should be set to “Full Access.” Click the Ok button.

Weblib Permissions

YWEBLIE_FFM
Web Library Permission

View Content References for

Function lAccess Permissions = ipt
| — - : wilE S_m |'Noté‘sm:e_ss (AR
ISCRIPT! FieldFormula.|Script_Main Full Access b i
ISCRIPTT . FieldFormula | Script_MollserTrace Full Access v Wiew
oKk | cancal |

8. Click on the Save button on the Permission List page to save the result.

A [ Pages | PeopleTools | Process | Sign-on Times Component Interfaces m
Permission List  PPM_CONSOLE DEMO PERMISSIONS

Description:

Web Libraries

Web Library Hame

WEBLIE_PPM Edit [+] [=]

ﬂ

[.-S_a’xfe | [EtReturnto Search | [Ehod | | Updeteiisplay |

11 April 2013

9. Next, add the permission list to a role that you can give to end users. Navigate to PeopleTools, Security, Permissions

& Roles, Roles. Click on the Permission Lists tab. Here the “PPM Console Access” role has been added.
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(B0 Mewe Window
| Audit |

Fole Mame:  PPM Consale Access

‘Description: Ferformance Monitar Console |

Long Description

FPerformance Monitor Console access

10. Click on the Search button to add the Permission List.

Look Up Permission List

Search by: [Permission List v |Peginswithppw

~LookUp || cancel |Advanced Lookun

Search Results

PPM _CONSOLE DEMO PERMISSIONS (slank) |

11. Save the result.

Favorites ¢ Main Menu > PeopleTools > Security » User Profiles » User Profiles.

B Mewy Wind ow

(1D || Roles | ‘Waorkflow | Audit || Links | UserlD Queries |

User |D: QEDMD

B 7
Description: QE User O account Locked Out?

Logon Information

Symbolic ID:

Password: [eoee h | || Password Expired?

Confirm Password: |"" ' |

User ID Alias: | |
Edit Email Addresses Instant Messaging Information

General Attributes

Language Code: English v CIEnable Expert Entry

Currency Code: bﬁﬁ

Default Mobile Page: | |

Nanigator Homepag [aEPRGES [a Primary: |eEPAGES & @
Pﬁess Profile: [aEPAGES [} Row Security:  |QEPAGES @]

[ save |

[t |
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12. To give PPM Console page access to a user, you need to add the PPM Console Access role to a user’s profile.
Navigate to PeopleTools, User Profiles, User Profiles. Pick the User ID. Navigate to the Roles tab.

Favorites - Main Menu > PeopleTools > Security > User Profiles > User Profiles
0 Mewe Wind owe
1D [ Roles [ Workfow [ Audit | Links | UserID Gueries
Uszer D QEDMO
7
Description: OE User [ accomt Locked Out?
Logon Information
Symbolic ID: SYSADM] v
Password: [eoees | |Password Expired?
Confirm Password: |°""
User ID Alias: |
Edit Email Addresses Instant Messading Information
General Attributes
Language Code: English v [lenable Expert Extry
Currency Code: ! |
Default Mobile Page: | ’E
Navigator Homepage: |oEPAGES & Primary: |GEPAGES [a] @
Process Profile: |aEPAGES la Row Security: |aEPAGES [a]
&l save | |GhReturntoSearch | Es s | |5 UpdateDisplay |
General | 1D | Roles | Workflow | Audit | Links | User D Queries

13. Add the PPM Console Access role, then click the Save button. The user now has access to the Performance Trace

Console.
(B Mew Wincd ow
General |%] Wiorkflowe | Audit Links Lizer [0 Queries
User 1D: CEDMO
Description: QE Uszer
Dymamic Role Rule User Roles
Execiite on [Ejf Role Hame | | |
Server: ) |PeopleSoft User |G Peoplesoft User [ Route Control  Wiew Definition  [+] [=]
| TestRuletsy | Refresh | |PPM Cansole Access| [C <::| Route Control  View Definiion  [+] [=]
| Execute Rule(s}i Portal Adrinistrator |Qy Portal Administrator | Route Contral  wiew Definition  [+] [=]
T Fortal Manager 0 Portal Manager | Foute Control  Wiew Definition |_£| E|
| Gervice Monitor QE Role |G QE Role Route Control  Wiew Definition  [+] [=]
%MLPTADMIN_ € BIF Administrator Role [ Route Control - Wiew Definiion  [+] [=]
IXMLP_ANALYZER_E}{dQ: BIF Excel Analyzer Role | Route Control  Wiew Definition |£| E|
s Slab R b : R
[HMLP_ANALYZER_ONLQY g 2" Anatrer Route Control  Wiew Defintion  [#] [=]
_QMLF'_D_E\{EL_QF'ER €y BIF Developer Role [ Route Control  wiew Definition  [+] [=]
|[#MLP_SCHEDULER la BIP Scheduler Role | Route Control  Yiew Definition  [+] [=]
5] save i:@‘Re‘tum'te'Seamh | Ehadd | | 5= UpdateDisplay |

To verify that the security settings are correct for the Performance Trace Console (PPM Console), follow these steps for each
of the monitored systems:

1. Navigate to
PeopleTools, Portal, Structure and Content.

2. Select the Tools — Hidden folder link. Select the PPM Console edit link. Verify that the Security tab has the
permission list that you added under the Security Authorizations section.
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" General \w

Root =Tools - Hidden =

Content Reference Security

Label: FFPM Consale
Opublic
Author Access

The permissions for the component or script this content reference points to, control its

permissions. To change these component or script permissions, click on the "Wiew
Definition" link for the appropriate permission list.
Security Authorizations

Type Hame

FTFT1200

1 Permission List

Inherited Security Authorizations

View Definition
Wiewy Definition

3.

You should also click on the Test Content Reference link under the General tab to make sure the Performance Trace
Console page shows up.

m rei
C Gecurity

Root =Tools - Hidden =

Content Ref Administration

Author QEDMO
Name FT_FPMCONSOLE_GHL

Parent Folder Tools - Hidden )
J‘LaheI|PPru1 Console | Copy object |

| Select New Parent Folder |

Long Description |Ferformance Monitor User Trace Console
(254 Characters)

Product |FT
“Valid from date |04/08/2003 E{J
Sequence number | 350
Valid to date i
Owner ID |FPT |G, FeopleTools

Usage Type | Target

- Creation Date 04/08/2003
Storage Type Remote by URL CIWSRP Producible
No Template
Create Content Reference Link

Add Content Refarence
URL Information

Test Content Reference

‘Mode Name [LOCAL_NODE @

URL Type | FeopleSoft Script

iScript Parameters

‘Record {Table) Name [YWWEBLIE_FFPM

‘Field Name |ISCRIPT1

Then the following dialog will appear:

! Performance Trace Console - Mozilla Fi,.. |_ ||DI’-><

£} | ges-pt-vm13.us,orackelcomi 000/ psc/ps/EMPLOYEEQE_L( 7 7 |

::1"‘:,"“"“ Trace 5 oters Job Data

© Keep Current Settings
Orverride With:

C standard

® verbose

© pebug

Start Trace

Stop Trace
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How Do We Measure the Network Latency Between a Client’s Web Browser and the Web Server?

1. Navigate to the Current User Sessions page via
PeopleTools, Performance Monitor, System Monitor, Current User Sessions

2. Click on the Details tab. The page displays the latency discovered during the User’s login to the system. The User
Session History page PeopleTools, Performance Monitor, History, User Session History displays the latencies for
completed user sessions. Alternatively, you can use PSPing to clock the latency.

How Do We Obtain a List of Timed-out or Failed PMUs?

1. Navigate to the PMU History page
PeopleTools, Performance Monitor, History, Completed PMUs.
2. Click on the Advanced Search hyperlink.

3. Inthe PMU Status dropdown list box, select Timeout. Enter other search criteria if needed and click on the Search
button. You could also search for Failed and Aborted PMUs in a similar manner, by selecting the appropriate status in
the PMU Status dropdown list box and clicking on the Search button.

Can I Create My Own PMUs and Events? Will it Work in PPM?

No, you cannot create new PMUs or events. Only PeopleSoft can instrument the PeopleTools runtime code. Adding new PMU
and event definitions to Performance Monitor metadata does not automatically enable instrumentation.

Do I Need to Instrument My Customization for PPM?

No, there is no need to instrument or change your customization. PPM instruments the PeopleTools Component Processor, so
that a PeopleCode customization will be monitored automatically.

Can I Use One Version of Performance Monitor to Monitor a PeopleSoft Environment at a
Different Version?

Yes, as long as the PeopleTools is on Version 8.44 or higher. PeopleSoft will maintain the monitoring capability between the
supported versions of PeopleTools. PeopleSoft recommends that the Performance Monitor environment (i.e. on the monitoring
server) be at the highest possible version level. If it is, you will able to view the all the data collected from the monitored

system. If the version level of the monitored system is higher than that of the monitored system, it’s possible that the
monitoring system will not be able to see all the performance data transmitted from the monitored system.

I am Using Portal with Multiple PeopleSoft Environments. Can a Performance Trace monitor a
Transaction Across Different Environments?

Yes, as long as the user initiating the performance trace has the same User ID and is authenticated on the monitored systems.

Do I Need to Synchronize the System Time on All Servers to Get Accurate PMU Duration?

No. Performance Monitor works well even if the system clocks of the servers are not synchronized.

Can I Shutdown the PSMONITORSRY process?

There is one PSMONITORSRYV process per application server domain and one per process scheduler domain regardless of
whether a domain is used in a system being monitored or a system which monitors multiple systems. The PSMONITORSRV
process monitors and collects the performance metrics and statistics provided by the monitoring agents, and is crucial to the
proper functioning of PPM. It also issues kill query requests to stop run-away queries.
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It is possible to boot a Tuxedo application server or process scheduler domain without the PSMONITORSRYV process, but
PPM reporting for that domain will be compromised as a result. Please refer to System and Server Administration PeopleBook
for more information about the PSMONITORSRYV server process

Can I Disable the PSPPMSRY process ?

The PSPPMSRYV process is responsible for contacting the PPMI Monitor Servlet, receiving performance monitor data, and
inserting into the database. This process is only needed in the Monitoring System. In a production environment, you only need
to enable performance monitor agents (“EnablePPM Agent = 1” in the application server domain and process scheduler domain
configuration files, and click the Enable PPM Agent checkbox in the web profile). You do not need the PSPPMSRYV process on
a Monitored System, assuming the performance monitoring system is on a separate environment.

You can disable the PSPPMSRYV process by choosing No for the “Perf Collator” option in the application server quick
configuration screen using the PSADMIN utility located under the <PS_HOME>/appserv directory.

Why is Collator URL created on IPV6 and not IPV 4 even though IPV 6 is disabled on the
machine?

IPV6 needs to be completely disabled. Once this is done, restart all the servers (Web Server and Application Server).Refer to
http://support.microsoft.com/kb/929852 on how to disable it.

IPv6 is the next generation Internet Protocol address standard intended to supplement, and eventually replace, the IPv4
protocol most Internet services use to transact on the Internet today. (used with Windows 7,Windows 2008 R2)

Keep in mind, registry setting change will be the superset of the "networking" tab of Local area connection properties, that it
affects all the interfaces, whereas the networking tab affects only specific interfaces.
You can verify on the disabled components by running the following command-
reg query HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Tcpip6\Parameters /v DisabledComponents
If still seen, delete '*DisabledComponents'* under
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Tcpip6\Parameters\

To verify, setting it to “Oxffffffff” will disable all [Pv6 components (except the [Pv6 loopback interface))

Why is the PSAPPSRY process causing High Memory Use when enabling Performance Monitor ?

The PSAPPSRYV processes use Java when the Performance Monitor is enabled. You can control the amount of memory Java
will use for each PSAPPSRYV process by editing the psappsrv.cfg. Change the JavaVM Options to the settings below. When the
PSAPPSRYV processes now boot they should be around 300 MB each when monitoring is enabled.

JavavM Options=-Xms256m -xm512m (append to existing options)

Why are all Monitored Systems recorded under One System Definition ?

First check how you have created the two database. If you are cloning the database, you need to check if the GUID in the
PSOPTIONS are the same. Try the following SQLs against both monitored databases.

SELECT GUID FROM PSOPTIONS

If the GUID is the same, what you need to do is to stop Application Server domains, blank out GUID in PSOPTIONS, and start
up Application Server domains.

Why are the graphs under System Performance Page not correctly displayed ?

Charts are using style sheets for adding color and other effects to the chart. For PeopleTools 8.50 you just need the
PSCHARTSTYLE Style Sheet. For PeopleTools 8.51 a new sub style sheet was introduced ( PSAVSCHART ) and both the
style sheets are needed for rendering charts (PSAVSCHART+PSCHARTSTYLE).

PSSTYLEDEEF is the main style sheet and PSCHARTSTYLE and PSAVSCHART are sub style sheets. It is important to have
PSCHARTSTYLE as a sub style sheet even though PSCHARTSTYLE is present in the database. If using PSSTYLEDEF for
all charts then make sure PSCHARTSTYLE is attached to this style sheet. PSCHARTSTYLE and PSAVSCHART are two
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required sub style sheets of the main style sheet used for creating chart. Please verify if these two sub style sheets are attached
to style-sheets you would like to use.

PSCHARTSTYLE is a sub style sheet of PSSTYLEDEF (which is default style sheet for all of Tools - so please check the
PSOPTIONS table for default stylesheet setting for your environment ).

It is important to have PSCHARTSTYLE as a sub style sheet even though PSCHARTSTYLE is present in the database. If you
are using your own style sheet for charts, then please attach PSCHARTSTYLE as a sub style sheet.

Where can I find documentation about Performance Monitor Database Sizing ?

See Documentation for Performance Monitor Database Sizing & Hardware (Doc ID 637822.1)
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Chapter 7 — Data Volume Management

Performance Monitor can easily collect a large number of rows over a short period of time. For example, in a system monitored
at the 04-Standard Agent Filter Level:

e  5-7 PMUs are generated per PIA request.

e 7-9 PMUs are generated per Portal request.

e Each PMU occupies 2.4 to 3.8 KB in a Unicode database and 1.3 to 2.1 KB in an ANSI database.
e Roughly 3 Events are generated per web server.

e | Event per application server process in a sampling interval.

e Additionally, the tuxedo domain monitor collects 8 Events per sampling interval. Each Event occupies 0.7 to 1.1 KB
in a Unicode database and 0.4 to 0.6 KB in an ANSI database.

The row size estimates include the Index space requirements. Refer to Chapter 4 of the Performance Monitor PeopleBook for
PeopleTools 8.5 on how to estimate the size of a performance monitoring database.

The Performance Monitor provides a number of tools and configuration options to manage the data volume inserted into the
database.

THE REAPER APPLICATION ENGINE PROGRAM

The Performance Collator (PSPPMSRYV) inserts a row for every PMU Start, Update and Stop. If a PMU Stop is received, the
previous Start and Update rows are marked for deletion. It is the job of the Reaper Application Engine process to delete the
rows marked for deletion. Reaper AE also harvests the timed-out PMUs and inserts them into the PMU History table
(PSPMTRANSHIST) with a time-out status of “Reaper Timeout”.

By default, PeopleSoft delivers a 15 minute recurrence, PerfMon Reaper Recurrence, for scheduling the Reaper AE process.

ARCHIVING PERFORMANCE DATA

PPM provides the functionality to archive history data into a set of separate tables (PSPMTRANSARCH and
PSPMEVENTARCH). For monitoring production environments, PeopleSoft suggests archiving data older than 7 days.

To configure this process for a particular System, navigate to PeopleTools, Performance Monitor, Administration, System
Definitions.

To globally configure all Systems listed in the System Defaults Page, navigate to PeopleTools, Performance Monitor,
Administration, System Defaults. Note that any of the parameters apply to all of the agents in a monitored system.

System Definitions
System ldentifier: 2 Database Name: FSCMI2PS

Unique ldentifier: 25fcBbe2-5ce8-11e1-85803-fc2cefd2 3043

Description: FSCMAZPS
After: T days @ Delete Data O Archive Nothing
O Archive Data O Delete System

Allow Performance Trace

PMU Timeout (days): 1 Agent PMU Sample Rate (1/X): 50
Agent Event Sample Rate {sec): | 200 Agent Heartheat Interval {sec); | 300
Agent Buffering Interval (sec): 10 Agent Max Buffer Size (bytes): 4194304

Save and Motify Agents

Tools Release Valid From Valid From Time Valid To Valid To Time
8.42 03mar2012 033303
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PeopleSoft recommends the Archive Application Engine program be scheduled to run daily to move the rows into the Archive
tables. While scheduling the Archive program, we recommend that you select the %Run UpdateStats at the end checkbox. The
history table statistics are updated which will provide better response times for the analytics and search pages.

Schedule Archive

Run Control ID: 1 Report Manager Process Manitar Run

¥ Run %lpdateStats at the end

PMU SAMPLING

The Performance Monitor can be configured to be less obtrusive by specifying an Agent PMU Sample Rate. When this option
is used, performance data is collected only for every nth PMU specified.

In the following example, an Agent PMU Sample Rate of 50 has been specified, which means that performance data is
collected for every 50" PMU. If a parent PMU has its data collected, then all of its child PMUs data will also be collected. For
example, if the PIA PMU is being sampled then all the application server PMUs triggered by the PIA PMU are sampled as
well.

The Signon PMU is an exception and is always collected regardless of the sample rate.

The sample rate can be configured in the System definitions page PeopleTools, Performance Monitor, Administration,
System Definitions. A positive value greater than 0 is required to turn on the sampling. To enable PMU sampling immediately,
make sure the integration broker gateway is configured (see Step 8 in Chapter 2 ), then click on the Save and Notify Agents
button. You can double check by going to the Show Agents monitor URL described in Chapter 2 (see example below).

System Definitions
System ldentifier: 2 Database Name: FSCMI2P5

Unique ldentifier: 28fcBhe2-gce8-11e1-8803-fc2cefd2 3043

Description: FECMY2PS
After: 7 days @ Delete Data C Archive Nothing
O Archive Data O Delete System
Allow Performance Trace
PMU Timeout {days): 1 Agent PMU Sample Rate (1/X): a0
Agent Event Sample Rate (sec): | 300 T Rgem Hearbeat NRenval (secr | oog
Agent Buffering Interval (sec): 10 Agent Max Buffer Size (bytes): 4194304

Save and Motify Agents

Tools Release Valid From Valid From Time Valid To Valid To Time

852 0302012 033303
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Agents -- CurrentTime: Fri Aug 24 052:55:41 EDT 2012

Systemy 25fc6bc2-oce8-11e1-8803-fc2cef823c43

Iﬁl LastCommn |Filter |Buf—Size |Sen(l—Itvl |HeartBeat |Sample—Itv1 |UserT1‘a|: |S plingRate |SI' plingFilter
[17[aug 24, 2012 5:54:16 Adg[a  [4194304 10000  [300000  [300000  |true [s0 o
[19[aug 24, 2012 5:5350 anafs [4194304[10000  [300000  [300000  firue [50 lo
[21[aug 24, 2012 5:5404 Axgfa 412430410000 [300000  [300000 |true [s0 o
[20[ang 24, 2012 55535 antfa [4194304 10000 [300000  [300000  |true [s0 o
[11[aug 24, 2012 55401 anas [a194304[10000  [300000  [300000 firue [50 lo
[12[aug 24, 2012 5:5405 Axgfa  [4194304 (10000  [300000  [300000  |true [s0 o
[13[Ang 24, 2012 5:5405 A0 [4  [4194304 10000 [300000 [300000  |true [s0 o
[14[aug 24, 2012 55407 anas [a194304[10000  [300000  [300000 firue [50 lo
[15[aug 24, 2012 5:5520 Ang[a [4194304 (10000  [300000  [300000  |true [s0 o

COLLATOR ROW LIMIT

Performance Monitor allows you to specify a hard limit on the number of rows inserted into the PPM tables. When the limit is
reached, new data received by the PSPPMSRY process is discarded and an error is logged in the Application Server log file.

Three tables - PSPMTRANSHIST, PSPMEVENTHIST and PSPMTRANSCURR - are considered while enforcing the row
limit. The archive tables, PSPMTRANSARCH and PSPMEVENTARCH are not subject to the collator row limit.

Some sort of intervention — manually removing rows or running a scheduled maintenance process - is needed to clear the data
from the tables before the data insertion resumes. The row limit value can be configured in the Global Administration page by
navigating to PeopleTools, Performance Monitor, Administration, Global Administration and is applied for the data
gathered across all the monitored systems.

Since there is a loss of data when the limit is reached, PeopleSoft recommends you set this parameter to a big enough value that
it is triggered only as a last resort. A value of “0” indicates that an unlimited number of rows can be inserted.

When the collator row limit is reached, the data collator process (PSPPMSRYV) stops inserting data into the Performance
Monitor database. This causes all of the monitor agents of all monitored system to appear as Stale in the System Performance
and Server Status summary pages. However, the monitoring agents, the PPMI Monitor Servlet, and the PPMI servlet can still
be actively collecting and publishing performance data.

Changes to the collator row limit do not require the rebooting of the monitoring system to go into effect.

Global Administration
‘PP URL: |hitp:iraes-ptvm1 3.us.oracle.com:8000/ppMIfpS! . Ping PEMIURL |

‘PPMI User ID: |PF'MAdmin ’a ‘PPMI Password: (*sssssss

[ Archive: Clear PMUs & Events
Collator Row Limit

Maximum Rows: 10000000 (0= Unlimited )

Search Row Limit
Maximum Rows: 100000

Performance Monitor Cluster

only enter cluster LIRLs for scalahbility and failover across multiple wehServers.

Cluster Members

‘Member Serviet URL

| Register = [=]
Save and Motify Cluster

PPMConsole Settings

Enable PPMconsole Passwold seessssssss
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TABLESPACE REQUIREMENTS FOR DB2/0OS390

The Performance Monitor transaction tables are created in the PSIMGR tablespace. PeopleSoft recommends that customers use
page level locking for this tablespace to get enhanced performance.

It is also important to configure the secondary tablespace size growth quantity to a reasonably high value so that the database
doesn’t grow the tablespace too frequently. PeopleSoft DBAs recommend the value to be set to at least 144,000

CHAPTER 8 — Track And Report Concurrent Usage

Signon/Signoff

At present Performance Monitor (PPM) when enabled captures user login and log off as 2 separate PMUs (108 and 109) where
in 108 is the log off data and 109 is the login data. The metrics that gets collected under login data are UserID, session ID and
IP Address of the logged in user. The metrics that gets collected under logoff data are UserID, session ID, IP Address of the
logged off user and the reason for session termination.

The types of log off that are tracked are normal log off, session expiration, session exception. The new type that will be
tracked is session abandoned case. Session abandonment happens when the Web Server Timeout occurs, after the User
browsed away from PeopleSoft or closed the browser all together without signing off from their session.

It will also capture and track Switch User Events. This will ensure the original OPRID is considered Signed off and the
Switched to OPRID is considered Signed On at the moment the Switch User occurs

Configuration, Administration, and Monitoring Specifications

This is the page that will show up when first accessing the component. There is no search dialog to access this component or its
pages. Since this page should have very limited access — the RunControl will not be saved by OPRID — there is one universal
Run Control for this Page and the Process it submits. Navigate to:

Navigation: PeopleTools > Performance Monitor > History > Concurrent Access Console

Maintain Chart Data

Run Control ID:  Chart_Data_Process Bepod Manager Erocess Monilor - Bl
Chart Data available up to : 2009-08-29- 11.38.04 607703
PSACCESSLOG Data

Accesslog Begin Date 09/03/2002 Acceslog Instances 3559
Purge Instances Older Than 0] Instances To Purge
Chart Begin Date 09/03/2002 Chart Instances 4616
Purge Instances Older Than ) Instances To Purge

Chart Extarct

< Bypass Chart Data Extract
u &> Bring Chart Data Up To Date
0 Rebuild Chart Data Starting

Chart ExXtract Exepmtions

Exempt OPRID's

1 [PTWEBSERVER a =1 ET=1

Exempt IP = A
Pl Customize | Find | View

B3 save | [=] Notity

o Maintain Chart Data | Concurrent Signon Chart i D‘_

On this page the Administrator can see how many rows are in PPM and the Chart table and the Oldest date contained in each
table. The page displays the last Date Available in the Chart Data Table so the Administrator knows how up-to-date the Chart
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is and if it may be time to run the Extract. Pushing the Run button will invoke tradition Process Scheduler Dialogs to submit
an AE Batch program. The page will not automatically refresh when the batch job is complete, the Administrator must monitor
the Process and restart the component when the job is done or just come back latter and check the Chart History Summary
information again.

If the data is extremely large, the Administrator may decide to purge some of the older rows. By specifying a “Purge Instances
Older Than” Date for the PPM or Chart Data, the page will update showing how many rows will be purged in “Instances To
Purge”. The Purges will be done as part of the AE batch processing. Options are provided for the Administrator to bypass
doing any Chart extract processing (just do Purge Processing), To only extract Instances that are newer than currently exist in
the Chart Data, or to pick a date that already exists in the Chart Data Table — in which case those Instances will be rebuilt.

There may be situations where it may be desirable to exempt certain OPRID’s or IP Addresses from being monitored. The
Administrator can specify those settings on this page.

Concurrent Signon Chart

This is the page that will show up when accessing the component. There is no search dialog to access this component or its
pages.

“Minimuwm Concurrent Users h [[] Show Only Duplicate OPRID's

‘Maximum Instances to Display 40 Refresh To End Date Wi Refresh

Chart Filter Surmmany Chart Scoll Controls
From Date 10/16/2002 ToDate  09/29/09 11:38AM Chart Filter Instances 328 | (¥ [ |

Concurment Users by Daelime (10/ 162002 0556 PW - 08122003 11:23 AM)

H signed on
T ] 171717 | @ signes o]

L
|

il

2002 10-1817 5417000000 2003050815 5438000000 2003001710 5337 000000  2003.07-01.11 4312000600

B

The graph first comes up showing up to the “Maximum Instance to Display” bars on the chart, with the most current data point
showing as the last column of the graph. The Chart Filter Setting Group box contains the settings used to filter the Type and
Amount of data displayed in the Chart. Changes to any of these setting will only be applied after the refresh button is pushed.

Minimum Concurrent Users is a required field. Any record of current Usage below this limit will not be included in the Chart
content.

The Show Only Duplicate ORPID’s checkbox when clicked will override the Minimum Concurrent Users setting to 2 and gray
the Minimum Concurrent Users field. The Chart Content will be refreshed with only those instances were the Same OPRID
was logged on more than once at the same time. Maximum Bars to Display is a required field. This setting gives the User
control over how much information to display on the Chart at a time. The drill down capability of the chart become unusable at
about 100 bars on the chart. The user will be able to display a maximum of 999 bars.

The Chart Filter Summary group box shows the Date Range and total number of rows currently available for display in the
chart based on the filter settings. The amount of data may be too large to display in a single graph and maintain
readability/usability. This information is updated every time the Refresh button is pushed to apply new filter settings.

The scroll buttons for First, Prev, Refresh, Next and Last are provided to update the Chart display:

e  The First Button will refresh the Chart so that the very first data point available will be shown as the first bar of the
graph (or will position to the First/Last Scroll Date if specified).

e  The First and Prev buttons will be grayed out if the chart is displaying the first row of data. When the Prev/Next
Button is pushed the graph moves to the prior/next set of data based on the “Maximum Bars to Display” setting. The
Chart above is showing 20 of the data points from the 328 available, so these buttons allow the user to look at all 328
rows 20 at a time.
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e The Last Button will refresh the Chart so that the very last data point available will be shown as the last bar of the
graph (or will position to the First/Last Scroll Date if specified).

e The Last and Next buttons will be grayed out if the chart is displaying the first row of data.

The graph itself initially display the Very Last Data point available as the last Bar of the Graph. The Heading of the Graph
contains the date range that is visible. The visible date range displayed in the heading will be any time the content of the graph
is changed.

The Graph displays the concurrent user information as of the current state of the Session in a 2D stacked bar graph format. The
Time count shown by each bar represents the fact that this number of User’s were signed on to the system at the this point in
time. By using the 2D graph based on the Current state of the Session you can see of those people that were signed on at that
time, how many are still signed on, how many eventually signed out normally, and how many were signed because their
session expired.

Each Bar of the chart will display hover text information about the colored bar under the mouse. The standard chart format will
be used which is in the form ‘Value X for point Y of Series Z’ X being the number of Users, Y being the DTTM and Z being
the Legend text associated with the bar color.

Each Bar of the Chart is Drillable, meaning that the user can click on the bar to see the detail data represented by all the colors
in the Bar. The following secondary appears when a Bar is clicked. Note: this functionality becomes unusable when the graph
contains around 100 or more bars of data.

Concurrent Users as of 2003-07-01-12.06.13.000000

1 GEADMIN hlamcmpg corp.peoplesot com 10602 5:24PM 101602 5:24PM PiA Signed On

2 QEDMO hiamempa corp.peoplesoftcom 1002 S5E6PM 101602 S56PM PiA Signed On
3 QEADMIN hlamempg com.peoplesott com 1202 B21PM 1V28/02 &:21PM Pla Signed On
4 QEADMIN HLAMO32002 corp. peoplesoft com 022003 11:49AM 0220003 11:4048 P, Signed On
5 QEADMIN HLAMD22002 corp.peoplesoftcom 02120003 4:01PM 0220003 401PKW PlA Elgned On
6 QEADMIN HLAMO42503 corp. peoplesofl com 05/05/03 B:54PM 050503 6:54PM Pla, Signad On
7 QEADMIN HLAMD4 2503 corp peoplesoftcom B30 216PM DBO303 216PM Pla Signad On
8 QEADMIN HLAMO4 2503 corp.peoplesoft.com 0BA 9103 11:558M 0619103 11:554M PlA Signed an
9 GEADMIN HLAMI4 2503 corp. peoplesof.com OB SI03 11:554M O6M 203 11:554M Pia Signed On
10 QEADMIN HLAMO42503 corp peoplesoftcom QBN 903 12:05PM 0803 12:05PM Pia, Signed On
_Rawm_|

In Accessibility Mode the Chart will be replaced by a Grid and instead of Clicking a Bar there will be a Button to click to get to
the Detail Page. The chart scroll button will remain in control of the display, any time the refresh button is pushed to apply
changes in the filter settings, the grid will update just as the Chart would.

The following screen is showing you all signons/expired sessions for one Userid for the selected time period.

[} n
Malntain Charl Data Concurrent Signon Chart

Chart Filter Settings

*Minimum Concurrent Users i [C] Show Only Duplicate OPRID’s

*Maximum Instances to Display | 40 Refresh To End Date [ ] Refresh
Chart Filter Summarny Chart Scoll Controis
FromDate  06/19/2003 ToDate 08/29/09 11:38AM Chart Filter Instances 302 [ &

Concurrent Users by DateTime\SignOff Type
Date/Time Stamp Count by Sianoff Type Count by Datetime

ﬁ

View Detall
1 08/28/2008 9:28:02AM 8 78 Signed On View Detail |
2 09128/2009 9:35:29AM 78 79 Signed On  View Detail I
i 3 09/29/2009 9:35:20AM 1 79 Expired WView Detail |
4 09/29/2009 9:43:27AM 78 78 Signed On  View Detail |
5 08/29/2008 10:34:55AM 78 79 Signed On  View Detail I
6 09/29/2009 10:34:55AM 1 79 Expired WView Detail |
7 09f29/2009 11:12:31AM 78 78 Signed On View Detail |
9 09/29/2009 11:13:113AM 78 79 Signed On  View Detail |
9 09/29/2008 11:13:13AM 1 79 Expired View Detail |
10 09/29/2008 11:20:35AM 78 78 Signed On  View Detail |
11 08/29/2009 11:23:04AM 78 79 Signed On  View Detail I
View Detail |

12 09/29/2008 11:23:04AM 1 79 Expired
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Appendix B — Known Issues and Bug Fixes

RECOMMENDED WORKAROUNDS

Slow System Performance Page and Component Trace Page

[PT8.44, 8.45, 8.46] Add two new indexes PM_TRANS DEFN ID, and PM_PERF TRACE to table PSPMTRANSHIST.
Here are the steps.

1. Open Application Designer (PSIDE).

2. Open Record, PSPMTRANSHIST.

3. With the record window active, select Tools, Data Administration, Indexes.
4

Click Add Index button. Leave Unique, cluster checkboxes unchecked. Set platform to All. Enter a comment, such
as Date/Time, Name, Workaround to improve performance. Select PM_TRANS DEFN ID from Record Field on the
right and click < button to add to the new index. Set A/D (sort order in ascending or descending) to Asc. Click OK.

5. Repeat Step 4 and select the PM_PERF TRACE record field.

6. Select Build, Current Definition. At this point, the Build Scope box will contain PSPMTRANSHIST. Check the
Create Indexes and Build Script File check boxes in the Build Execute Options group box . Then click the Build
button. Write down the file name and output directory for the SQL script. Make sure Application Designer does not
display error messages.

7. Use your SQL tool and log into the database. Run the SQL script. Alternatively, you can combine steps 6 and 7 in
Application Designer. To do so, check the Execute and Build Scripts checkbox, as opposed to the Build Current
Definition Build Script (only) option you specified in step 6.

[PTS8.44, 8.45, 8.46] Modify and rebuild SQL view (PSPMSESSIONS VW) definition to improve performance in the System
Performance page.

1.  Open Application Designer (PSIDE).
2. Open Record, PSPMSESSIONS VW. Click on Record Type tab. Click “Click to open SQL editor”.

3. Replace SQL definition with
SELECT T3.PM_CONTEXT_VALUEL
, T3.PM_AGENTID
, T3.PM_AGENT_STRT_DTTM
FROM PSPMTRANSHIST T3
WHERE T3.PM_TRANS_DEFN_ID = 116
AND PM_TRANS_STATUS = 1
AND PM_TRANS_DURATION <> 0
AND T3.PM_CONTEXT_VALUE1 IN (
SELECT T.PM_CONTEXT_VALUEL
FROM PSPMTRANSHIST T
WHERE T.PM_TRANS_DEFN_SET = 1
AND T.PM_TRANS_DEFN_ID = 109
AND T.PM_MON_STRT_DTTM > %TimeAdd(%CurrentDateTimeIn, -720)
AND T.PM_PARENT_INST_ID <> PM_TOP_INST_ID
AND T.PM_CONTEXT_VALUEL NOT IN (
SELECT T2.PM_CONTEXT_VALUEL
FROM PSPMTRANSHIST T2
WHERE T2.PM_TRANS_DEFN_SET = 1
AND T2.PM_TRANS_DEFN_ID = 108
AND T2.PM_CONTEXT_VALUE1 = T.PM_CONTEXT_VALUEL
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AND T2.PM_MON_STRT_DTTM > %TimeAdd(%CurrentDateTimeIn, -720)))

4. Save the change.

5. Rebuild the view. Build -> Current Definition. Make sure Create Views is checked. The “Index creation options”
settings in the create tab is set to “Recreate index if it already exists”.

Getting error “HttpTargetConnector:PSHttpFactory init or setCertificate fails (158,99999)" when
changing Agent Filter Level on Performance Monitor Administration pages

The secureFilekeystorePasswd in integration.propeties file is encrypted. It needs to be plain text in PeopleTools 8.49. For
PeopleTools 8.50+, secureFilekeystorePasswd should be encrypted but it is not.

To unencrypt the password in integrationgateway.properties file,

5. Go to setting Integration Gateway CERTIFICATE section. In "secureFilekeystorePasswd=" line make sure it says no
to encrypt the password.

6. Restart the web server.

7. Go to PeopleTools > Performance Monitor > Administration > System Defaults > Apply to Current Systems (push
button) and test. The error should not occur any more.

Problem exists in PT 8.51 and is worked by development with Bug 11849975 - ERROR WHEN CHANGING STATUS OF
AGENTS FOR PERFORMANCE MONITOR

NOTE: PeopleTools 8.4x - 8.49, secureFilekeystorePasswd should not be, but is encrypted. PeopleTools 8.50+, secureFilekeystorePasswd
should be encrypted, but it is not.

WORKAROUND:
It works if you enter the 'password' and then encrypt. (it comes delivered (PeopleTools 8.51) with '‘password' which is unencrypted and that
wasn't working)

Performance Problems Running the PPM Archive Process (PSPMARCH Psjob )

The issue is caused by some missing indexes and an unoptimized SQL statement.

1. Please add the following indexes and replace the SQL statement by modifying the Application Engine program
PSPMARCH in Application Designer.
CREATE INDEX ADMIN.bgpspmeventhist
ON ADMIN.PSPMEVENTHIST(PM_AGENTID, PM_MON_DTTM )
PCTFREE 10
STORAGE (INITIAL 10M NEXT 40M
PCTINCREASE 0 MAXEXTENTS 9999)
TABLESPACE PSINDEX;

CREATE INDEX ADMIN.bgpspmtranshist

ON ADMIN.PSPMtransHIST(PM_AGENTID, PM_MON_STRT_DTTM )
PCTFREE 10

STORAGE (INITIAL 10M NEXT 40M

PCTINCREASE 0 MAXEXTENTS 9999)

TABLESPACE PSINDEX;

2. Altered SQL statements in PSPM_ARCHIVE app engine code

/*-- SELECT THE ROWS FROM PSPMTRANSHIST ELIGLIBLE FOR ARCHIVING */ &TransHistsSQL.Open("SELECT
X.PM_INSTANCE_ID, X.PM_TRANS_DEFN_SET, X.PM_TRANS_DEFN_ID, X.PM_AGENTID, X.PM_TRANS_STATUS,
X.OPRID, X.PM_PERF_TRACE, X.PM_CONTEXT_VALUEl, X.PM_CONTEXT_VALUE2, X.PM_CONTEXT_VALUE3,
X.PM_CONTEXTID_1, X.PM_CONTEXTID_2, X.PM_CONTEXTID_3, X.PM_PROCESS_ID,

%DateTimeOut (X.PM_AGENT_STRT_DTTM), %DateTimeOut(X.PM_MON_STRT_DTTM), X.PM_TRANS_DURATION,
X.PM_PARENT_INST_ID, X.PM_TOP_INST_ID, X.PM_METRIC_VALUEl, X.PM_METRIC_VALUE2, X.PM_METRIC_VALUE3,
X.PM_METRIC_VALUE4, X.PM_METRIC_VALUE5, X.PM_METRIC_VALUEG6, X.PM_METRIC_VALUE7, X.PM_ADDTNL_DESCR,
Z.PM_ARCHIVE_MODE FROM PSPMTRANSHIST X, PSPMAGENT Y, PSPMSYSDEFN Z WHERE X.PM_AGENTID=Y.PM_AGENTID
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AND Y.PM_SYSTEMID=Z.PM_SYSTEMID AND (Z.PM_ARCHIVE_MODE='l' OR Z.PM_ARCHIVE_MODE='2') AND
X.PM_MON_STRT_DTTM < (SYSDATE - PM_MAX_HIST_AGE)");

/*-- SELECT THE ROWS FROM PSPMEVENTHIST ELIGLIBLE FOR ARCHIVING */ &EventHistSQL.Open("SELECT
X.PM_INSTANCE_ID, X.PM_EVENT_DEFN_SET, X.PM_EVENT_DEFN_ID, X.PM_AGENTID,

%DateTimeout (X.PM_AGENT_DTTM), %DateTimeOut(X.PM_MON_DTTM), X.PM_PROCESS_ID,
X.PM_FILTER_LEVEL,X.PM_METRIC_VALUEl, X.PM_METRIC_VALUE2, X.PM_METRIC_VALUE3, X.PM_METRIC_VALUE4,
X.PM_METRIC_VALUES, X.PM_METRIC_VALUE6, X.PM_METRIC_VALUE7, X.PM_ADDTNL_DESCR, Z.PM_ARCHIVE_MODE
FROM PSPMEVENTHIST X, PSPMAGENT Y, PSPMSYSDEFN Z WHERE X.PM_AGENTID=Y.PM_AGENTID AND
Y.PM_SYSTEMID=Z.PM_SYSTEMID AND (Z.PM_ARCHIVE_MODE='1"' OR Z.PM_ARCHIVE_MODE='2"') AND X.PM_MON_DTTM
< (SYSDATE - PM_MAX_HIST_AGE)");
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