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Chapter 1 - Introduction

This Red Paper is a practical guide for technical users, installers, system
administrators, and programmers who implement, maintain, or develop
applications for your PeopleSoft system. In this Red Paper, we discuss
guidelines on how to build a fault tolerant PeopleSoft Online Transaction
environment, including PeopleSoft Internet Architecture and Portal. The
clustering architecture ensures that the deployed PeopleSoft system has no
single point of failure and that the system can operate uninterrupted in an
event of a HW/SW failure.

Much of the information contained in this document originated within the
PeopleSoft Global Support Center and is therefore based on "real-life"
systems encountered in the field.

STRUCTURE OF THIS RED PAPER

This Red Paper provides guidance for building Webserver and Application
Server clusters.

Keep in mind that PeopleSoft updates this document as needed so that it
reflects the most current feedback we receive from the field. Therefore, the
structure, headings, content, and length of this document are likely to vary
with each posted version. To see if the document has been updated since
you last downloaded it, compare the date of your version to the date of the
version posted on Customer Connection.

RELATED MATERIALS

This paper is not a general introduction to clustering, fault tolerance or
disaster recovery. We assume that our readers shall consult additional
reference material for an in-depth understanding of the subject. To take full
advantage of the information covered in this document, we recommend that
you have a basic understanding of system administration, Internet
architecture, network architecture, and PeopleSoft 8 architecture.

This document is not intended to replace the documentation delivered with
the PeopleTools 8, 8.14 or 8.4 PeopleBooks. We recommend that before
you read this document, you read the PIA related information in the
PeopleTools PeopleBooks to ensure that you have a well-rounded
understanding of our PIA technology. Note: Much of the information in this
document will eventually get incorporated into subsequent versions of
PeopleBooks.

Copyright © 2009 Oracle, Inc. All rights reserved. 6



10/12/2009 Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

Many of the fundamental concepts related to PIA are discussed in the
following PeopleSoft PeopleBooks:

e PeopleSoft Internet Architecture Administration (PeopleTools
Administration Tools and PeopleSoft Internet Architecture
Administration)

¢ Application Designer (Development Tools|Application Designer)
¢ Application Messaging (Integration Tools|Application Messaging)
e PeopleCode (Development Tools|PeopleCode Reference)

e PeopleSoft Installation and Administration

¢ PeopleSoft Hardware and Software Requirements

e ServerTools (Working with BEA WebLogic Server)

Additionally there is document that discusses administering a multi server
weblogic domain configuration. It is HIGHLY recommended that you obtain
this document before configuring a multi server WebLogic configuration.

e For PeopleTools 8.44, this document which titled "Enterprise
PeopleTools 8.44 and the WebLogic 8.1 Managed Server
Architecture" which is available on PeopleSoft's Customer
Connection and can be accessed by navigating the following;
Customer Connection "www.peoplesoft.com" / Documentation /
Documentation Updates / PeopleTools / Server Tools Administration.

e For PeopleTools 8.45, this information will exist in PeopleBooks.
Specifically in the "ServerTools" book, as a new chapter titled
"WebLogic 8.1 Managed Server Architecture"

Beyond PeopleTools documentation, we recommend that you read the BEA
documentation (in HTML format) delivered with the BEA CD-ROM, to gain a
thorough understanding of the BEA products that PeopleSoft uses, Tuxedo,
Jolt, and WebLogic Server. Refer to your PeopleSoft Installation and
Administration book for directions on accessing the delivered BEA
documentation

Copyright © 2009 Oracle, Inc. All rights reserved. 7
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Chapter 2 - The Big Picture

This chapter discusses various components used for scalability and high
availability of internet services. Instead of covering all possible
configurations/devices, the discussion shall be limited to systems that apply
to PeopleSoft architecture and have been tested in the field. The complexity
and cost of the system is largely dependent on the required level of Quality
Of Service (QOS) of the system. The QOS of a system specifies the level of
scalability and fault tolerance the system would provide. In the simplest case
there is one server with no guaranteed uptime of service and on the other
hand we can build a system to provide 24x7 with better than 99.999%
availability i.e. telecommunication grade service. Most of our customers will
choose a level of service somewhere in between based on their budget.

Manufacturers of network devices provide MTBF (Mean Time Between
Failure) numbers which should be carefully considered. The higher the
number the better but it costs more. Do not make a judgment solely based on
MTBF without also considering MTTR (Mean Time To Repair) because units
that are difficult to repair will eventually contribute to higher down time. The
value of MTTR is difficult to calculate because it factors in issues like time to
diagnose a problem, availability of parts, engineer’s knowledge of the
affected unit etc. Calculate availability of overall infrastructure as:

Availability of a component x, A x = MTBF/(MTBF+MTTR)

Availability of a redundant component group of xandyis Axy=1—-((1-A

x) " (1=Ay))

Availability of two redundant groups in series to complete a system A overan =

A ey * A prg
A =097 H-» A_=0.96
T
10 j}

A, =095 =0.97

A, =09985 A, =09988

The various components to consider in the system are:

Internet Connectivity — For high availability internet connectivity should be
obtained from multiple (at least two internet service providers). In the event of
a failure of one of the providers users would still be able to access the system

Copyright © 2009 Oracle, Inc. All rights reserved. 8
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via the second provider. The key feature to look for is diversity in connectivity
between the two providers, e.g. consider installing leased line for primary
provider and satellite or cable modem for the backup. Smaller sites could
setup dial backup on backup router, for a more cost effective solution. With
cooperation from both the providers it is possible to run full BGP 4 (Border
Gateway Protocol) routing protocol for advanced failure detection and
failover.

Routers —The router needs to be fault tolerant. At a minimum the network
architecture should be dual redundant. The routers could be configured to run
in primary/backup mode running either Virtual Router Redundancy Protocol
(VRRP) or HSRP (Hot Standby Routing Protocol) for Cisco routers. Under
these protocols each unit in a pair sends out packets to see if the other will
respond. If the primary fails the backup will take over its functions. Most
routers also have certain firewall capability, e.g. packet filtering, port blocking
etc. These features should be enabled for added security whenever possible.

Customers using colocation will generally not have access to the router
because this is part of the colocation provider’'s equipment. In these cases all
security features must be implemented within the system using additional
equipment (firewall, loadbalancer NAT, reverse proxy server etc).

Switches/VLANS — Switches interconnect all the network devices in a
system. To build a redundant system at least two physical switches should be
used. In the discussion that follows layer 2 switches are used. Failover for
these devices can be configured by using the spanning tree protocol and
connecting the devices with a trunk link. The trunk must use redundant
interconnect to prevent the LAN from splitting in two. In the configurations
shown in this document we have avoided cross connecting switches with
routers and hosts. This is a simple configuration that all routers and hosts will
support but in an event of a failure of one of the switches half of the servers
(all servers connected to the affected unit) in the network are taken offline.

Firewalls — The firewall is possibly the most difficult device to incorporate on
a system that is being designed for high availability. In most systems if not
properly designed it would soon become the bottleneck. It is not uncommon
for extremely high throughput systems to avoid a firewall at the incoming
internet entry point. Instead a combination of routers, loadbalancers and
reverse proxy servers are used to achieve the necessary level of security for
the first tier of the system. High availability with firewalls can be tricky too;
most vendors provide some means of clustering capability that allows either
an array of identical servers dividing up the load among themselves or an
active/active pair of units.

In the following sections we use a 3-pronged firewall. In this device the
firewall has 3 interfaces, one for Internet, one for Intranet and one for the
DMZ services. This configuration has a single point of protection (security
failure) limitation for the Intranet site. If this is not acceptable the 3-pronged
firewall should be preceded with another pair of redundant firewalls. It is
possible to run loadbalancers to distribute load among identical firewall units

Copyright © 2009 Oracle, Inc. All rights reserved. 9
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(FWLBS) for greater scalability but the configuration is not simple. To
implement the 3-pronged firewall with redundancy it will take 6 extra
loadbalancers and 6 extra switches/VLANS to implement.

Loadbalancers — A highly recommended device to achieve high scalability
and fault tolerance at a reasonable cost. The current street price for these
units range from $5,000 to $50,000. Some units starting at $12,000 can be
configured to replace a firewall and provide a hardware SSL accelerator
which provides security and scalability at a reasonable cost. Again, a pair
should be deployed for redundancy. On most loadbalancers each physical
unit can be configured into multiple logical units. Network security and
architecture permitting the logical units can be used to loadbalance multiple
applications.

Reverse Proxy Servers — Reverse Proxy Servers (RPS) are generally used
as part of the security infrastructure. Most sites will deploy them if there is a
security concern about IP packets from untrusted users to make it to the
production webservers. A RPS provides protection from attacks that are
launched to take advantage of vulnerability such as buffer overflow, mal
formed packets etc. This also adds another tier to the security architecture.
Other sites may use them as a single signon portal server, one which allows
RPS authenticated users to access multiple internal systems with varying
authentication schemes to be accessed without individual authentication to
those systems.

RPS is almost always loadbalanced using a loadbalancer. For PeopleSoft
applications a sites domain name mapping will map to the loadbalancer for
the RPSs. In this document an example site portal.corp.com should be
mapped to a VIP 123.123.123.100 by external DNS systems and this VIP
should be mapped to the RPS loadbalancer.

Servers — Servers themselves have a number of fault tolerant mechanism
built into them, e.g. redundant network cards, raid array, dual power supply,
fault tolerant motherboard etc. As a minimum there should be at least two
servers configured as a dual redundant system. Other than the vendor
recommended database-clustering PeopleSoft applications do not use any
OS provided server-clustering mechanism. This provides greater flexibility for
our customers to pick the best of the breed HW/SW solutions.

DNS Servers — A PeopleSoft production system should avoid using DNS
name resolution whenever possible. It may be necessary, however, for
PeopleSoft Portal or Applications Messaging to be able to access remote
servers. If this is a requirement and if adding a /etc/hosts entry for those
name(s) is not convenient only then should DNS name resolution from a local
server be considered. Under no circumstances should the local DNS servers
be allowed to receive DNS updates from remote servers. The local DNS
server should also be prevented from sending DNS queries to the remote
server for local addresses. So, in other words, the local DNS server should
only query the remote server for addresses that are outside the local domain
of the site. High availability is maintained by running a primary and a backup

Copyright © 2009 Oracle, Inc. All rights reserved. 10
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DNS host, connected to two separate switches. All hosts that need access to
DNS service should be configured to use a primary and backup DNS host.

Storage — All PeopleSoft data (configuration meta data) and user data is
stored in databases. The databases should be stored in some sort of a fault
tolerant device e.g. a RAID (Redundant Array of Inexpensive Disks) device.
At a minimum the storage subsystem should be chosen to use data striping,
e.g. RAID 5 for low cost systems and RAID 10 i.e. 0+1 or 1+0 for high
performance systems

Power Supply — A minimum of two UPS (Uninterruptible Power Supply) is
recommended. For systems with higher availability requirement the UPS
should be backed by power generators and power drop from two separate
substations.

Disaster Recovery Plans — Finally all installations small or large must create
a disaster recovery plan. For large installations this should include creation of
a second data center at a distant geographic location. The current version of
the document does not address all aspects of disaster recovery.

VIPs — VIPs are not physical devices. These are |IP addresses where the
world points its browsers to access the services. These |IP address could
point to a real webserver in the simplest case. In most of the systems
described in this document it will point to a logical service implemented using
firewalls, loadbalancers, proxy servers and real servers. A VIP is also the IP
address that the sites DNS name shall map to. In this document an example
site portal.corp.com is mapped to a VIP 123.123.123.100 by external DNS
systems.

REDUNDANT SETUPS

From the components discussed in the previous section we shall configure
some common PeopleSoft system layouts. The system layouts will have
varying degree of scalability, availability and security. Since each customers
site is unique with different requirements it is expected that some parts of a
layout may require modification and PeopleSoft Consulting can provide
support for that on a case-by-case basis. The basic design assumptions and
policies that have been considered are:

Scalability:

= System should be able to scale with demand as much as possible
without requiring change of architecture

= Scale with commodity hardware whenever possible
= Scale with the most cost effective solution

= Focus has been mainly to attain highest scalability for the Webserver
and Appserver tiers

Copyright © 2009 Oracle, Inc. All rights reserved. 11
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Availability:
= System should not have any single point of failure in the architecture
»= Most single fault shall not reduce system capacity
= Worst case single fault should not reduce capacity by more than 50%

=  When multiple options are available for choosing availability, the
simpler approach is adopted.

= Active/Passive is selected instead of more complex Active/Active setup
of redundancy

= High availability is only restricted to a single site only (for this version of
the document), i.e. disaster recovery over two distant geographic
location has not been considered

Security:

= System should not have any single point of protection (security failure)
in the architecture

= Some security restrictions has reduced the overall scalability of the
network

= Name resolution is done via host files instead of using DNS (most
cases)

= Static routes are used within the system whenever possible
= PeopleSoft system has been placed on the DMZ network

= There is at least one level of NAT (Network Address Translation) from
outside network to the Webserver tier

= The architecture assumes the external/internet as well as
internal/intranet network to be untrusted

= The architecture provides at least one extra level of security layer
between DMZ and internal network. Should the security of DMZ get
compromised the internal network shall still be protected

= Each tier in the PeopleSoft Internet Architecture has been leveraged to
provide an additional security tier between the outside network and the
protected data

= Portal/App Messaging calls from inside to outside is via a forward
proxy

= Default policy of firewall and router is deny all

= We have used a 3-pronged DMZ architecture. This has a single point
of protection (security failure) limitation for the Intranet site.

Copyright © 2009 Oracle, Inc. All rights reserved. 12
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NAT DMZ Redundant Infrastructure

In the NAT (Network Address Translation) DMZ redundant architecture the
DMZ occupies a private and non-routable (RFC 1918) Internet address
space. The webservers are placed in this private address space in the DMZ.
The loadbalancers route packets to the Webservers in the same network.
This configuration is only usable if the DMZ is not shared with non-NATable
services, such as IPSec and Kerberos. If these services must exist on the
DMZ the architecture from the next section must be used.

Copyright © 2009 Oracle, Inc. All rights reserved. 13
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Logical Layout
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1231231235
- e — __Logical Firewall e e e e e
[ 10.0.0.4 E
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i Logical .

: Loadbalancer E
i 10.0.0.5

10.0.0.0:/24 ;
Lo 200050 __..10.0.0.10 s - J10.0.0.20 _...10.0.0.60
¢ Forward Proxy 1 i WebHost ebHost 2 ! Forward Prjpxy 2
i 10.0.1.51 i 10.0.1.10 10.0.1.20 | 10.0.1.52
i ; L wIP10.0.1.50 | i g
! . ' ! Logical | I ;
i Optional Portal i i oadbalancer: ; ;
{ Forward Proxy § | | 0044 | | i ;
10.0.1.0:24
10.0.1.100 10.0.1.120 10.0.1.130
Application Applicatio hpplication
Host 1 Host 3 Host 4
10.0.2.10 10.0.2.30 10.0.2.40
|
! VIP 10.0.2.50 i
i Loadbalance '
B IO N I T
1002024 { L0 i 5 LoAP |
i Server 1 : : Server2 |
{10.0.2.51 | Logical DB | 10.0.2.52 :
i i Server i i
; | 10.0.2.60 ! ;
i RAID | i RAD |
i Array 5 ! Array i
| Optional LDAP : : ;
5 Loadhalancing | !
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Unit

Router 1 (Active)

Router 2 (Standby)

IP Address

123.123.123.2

123.123.123.3

Subnet Mask

255.255.255.0

255.255.255.0

VRRP IP Address

123.123.123.1

123.123.123.1

VRRP Priority 200 100
Packet filters (only if the available) Allow only Same as Unit 1.
HTTP/HTTPS to

PeopleSoft system. If
PeopleSoft portal is to
call outside allow
HTTP/HTTPS to
outside from
PeopleSoft system.
Allow rules as needed
by other non-
PeopleSoft systems.

Firewall Setup

Unit

Firewall 1 (Active)

Firewall 2 (Active)

IP Address 1

123.123.123.6

123.123.123.7

Subnet Mask 1

255.255.255.0

255.255.255.0

Shared Address 1

123.123.123.5

123.123.123.5

Default Route 1

123.123.123.1

123.123.123.1

IP Address 2 10.0.0.2 10.0.0.3
Subnet Mask 2 255.255.255.0 255.255.255.0
Shared Address 2 10.0.0.1 10.0.0.1
Default Route 2 None None

IP Address 3

*

*

Subnet Mask 3

*

*

Shared Address 3

*

*
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Default Route 3 None None

* Based on the Intranet IP address, it can be RFC 1918 address space.

Both firewall units have the same security setup.

Access to PIA/Portal from outside:

Protocol Transport | Source IP | Source Destination Destinatio | Action
Protocol Port IP n Port
HTTP TCP Any 80 123.123.123. | 80 Allow
100
HTTPS TCP Any 443 123.123.123. | 443 Allow
100

Access to Outside from Portal/Application Messaging service:

Protocol Transport | Source IP | Source Destination Destinatio | Action
Protocol Port IP n Port

HTTP TCP 10.0.0.50 | Any Any Any Allow

HTTPS TCP 10.0.0.50 | Any Any Any Allow

HTTP TCP 10.0.0.60 | Any Any Any Allow

HTTPS TCP 10.0.0.60 | Any Any Any Allow

Access to providers DNS server from local DNS server:

Protocol Transport | Source IP | Source Destination Destinatio | Action
Protocol Port IP n Port
DNS' uUbP Local DNS | Any Provider’s 53 Allow
DNS
DNS' TCP Local DNS | Any Provider’s 53 Allow
DNS

' Do not allow the reverse path i.e. do not allow Provider's DNS updates to
reach Local DNS

Static Address Mapping for Inbound Firewall NAT:

External IP Transport External Port Internal Internal Port
Address Protocol Address
123.123.123.100 | TCP 80 10.0.0.100 80
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123.123.123.100

TCP

443

10.0.0.100

443

Static Address Mapping for Outbound Firewall Reverse NAT:

Source IP Transport Source Port Translated IP Translated Port
Protocol

10.0.0.50 TCP Any 123.123.123.50 | Any

10.0.0.60 TCP Any 123.123.123.60 | Any

Webserver LoadBalancer Setup

Unit Loadbalancer 1 Loadbalancer 2
(Active) (Standby)
IP Address 10.0.0.6 10.0.0.7

Subnet Mask

255.255.255.0

255.255.255.0

Shared Address 10.0.0.5 10.0.0.5
Default Route 10.0.0.1 10.0.0.1
Virtual IP (portal.corp.com) 10.0.0.100 10.0.0.100
HTTP Service Port 80 80

HTTPS Service Port 443 443

HTTP Persistence (sticky)

Loadbalancer Cookie

Loadbalancer Cookie

HTTPS Persistence (sticky)

Loadbalancer SSL
Sticky

Loadbalancer SSL
Sticky

Webserver Setup

The configuration parameters vary based on Webserver Clustering scheme

selected look at Webserver Clustering chapter for details.

Unit WebHost1:Insta | WebHost1:Instan | WebHost2:Instan | WebHost2:Instan
nce1 ce2 ce1 ce2

IP Address 1 | * * * *

Subnet Mask | 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0

1
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Default Route | 10.0.0.5 10.0.0.5 10.0.0.5 10.0.0.5

1

HTTP Port * * * *

HTTPS Port | * . * *

IP Address 2 | 10.0.1.10 10.0.1.10 10.0.1.20 10.0.1.20

Subnet Mask | 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0

2

D1efault Route | 10.0.1.50 10.0.1.50 10.0.1.50 10.0.1.50

2

* See Webserver Clustering chapter for values

' Set to none if Proxy Loadbalancing is no used

Forward Proxy Setup

This is an optional setup for Portal, Application Messaging and Bl outbound

calls.

Unit ForwardProxy1 ForwardProxy2
IP Address 1 10.0.0.50 10.0.0.60

Subnet Mask 1 255.255.255.0 255.255.255.0
Default Route 1 10.0.0.1 10.0.0.1

IP Address 2 10.0.1.51 10.0.1.52

Subnet Mask 2 255.255.255.0 255.255.255.0
Default Route 2 10.0.0.50 10.0.0.60

HTTP Port 80 80

HTTPS Port 443 443

Forward Proxy LoadBalancer Setup

This is an optional setup for Portal, Application Messaging and Bl outbound

calls.

Unit Loadbalancer 3 Loadbalancer 4
(Active) (Standby)

IP Address 10.0.1.2 10.0.1.3
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Subnet Mask 255.255.255.0 255.255.255.0
Shared Address 10.0.1.1 10.0.1.1
Default Route None None

Virtual IP for Proxy Service 10.0.1.50 10.0.1.50
HTTP Service Port 80 80

HTTPS Service Port 443 443
Persistence (sticky) IP Based IP Based

Application Server Setup

Unit AppHost1:Dom | AppHost1:Domai | AppHost2:Domai | AppHost2:Domai
ain1 n2 n1 n2

IP Address 1 | 10.0.1.100 10.0.1.100 10.0.1.110 10.0.1.110

1Subnet Mask | 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0

Default 10.0.0.1 10.0.0.1 10.0.0.1 10.0.0.1

Route 1

JSH Port 9000 9020 9000 9020

IP Address 2 | 10.0.2.10 10.0.2.10 10.0.2.20 10.0.2.20

gubnet Mask | 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0

Default 10.0.0.5 10.0.0.5 10.0.0.5 10.0.0.5

Route 1

LDAP Host | 10.0.2.50 10.0.2.50 10.0.2.50 10.0.2.50

LDAP Port 389 389 389 389

LDAPS Port | 636 636 636 636

LDAP LoadBalancer Setup

This is an optional setup for LDAP loadbalancing.

Unit Loadbalancer 5 Loadbalancer 6
(Active) (Standby)
IP Address 10.0.2.2 10.0.2.3
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Subnet Mask 255.255.255.0 255.255.255.0
Shared Address 10.0.2.1 10.0.2.1
Default Route None None

Virtual IP for Proxy Service 10.0.2.50 10.0.2.50
LDAP Service Port 389 389

LDAPS Service Port 636 636
Persistence (sticky) IP Based IP Based
Database Server Setup

Unit DBServer1 DBServer2

IP Address | 10.0.2.70 10.0.2.80

Subnet 255.255.255.0 255.255.255.0

Mask

Default None None

Route

Service 10.0.2.60 10.0.2.60

VIP'

Service DB Vendor Db Vendor

Port Specific Specific

! Required only if Db is clustered

Public Addressed DMZ Redundant Infrastructure

In the Public Addressed DMZ redundant architecture the DMZ occupies a
public addressable IP address space. The loadbalancers perform NAT and
pass packets to the Webservers which reside in a private and non-routable
(RFC 1918) Internet address space. This configuration should be used if the
DMZ has to be shared with non-NATable services, such as IPSec and
Kerberos. The diagram below only show the modified portion of the
architecture as compared to the NAT DMZ architecture and therefore the
Application and DB servers have been not been shown.
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I5P 1
T-11D5-3

ISP 2

Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

Router 1.——T 1231231221 —_— Router 2
Active — - RRP floating P} —__ Standby
1231231222 1231231223

YLAH1/ A YLAH 2/ A

1231231226
Firewall 1
ey g ictive Y
! 123.123.123.2

Corporate
Intranet

DMZ

=
;’1&3nzanzandﬁ“\

{floating VIP)
; YLAH1/0 VLAH 270

| o Carar
| 123.123.123.6 M

'-Loadbalanmr-@ua VNI

Active
10.0.0.2 AR

1234234237

] Loadbalancer 2

Standby
] 10.0.0.3

10.0.0.10 10.0.0.20
Forward Proxy Tﬁ%ﬁ“ﬁ" ‘":?]hangﬁz Forward Proxy 2
10.0.1.51 e e 10.0.1.52
10.I:1.50
(floating VIP)
10.01.1
Loadbalancer oating IP oadbalancer 4
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ISP 1
T-11D%-3

Logical Router
1231231221

Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

ISP 2

1231231220124
Corporate
Intranet
1231231225
_ ... Logical Firewall
i 123.123.1231
: DM2
i 123.123.123.0:24
VIP 123.123.123.100 i
123.123.123.5 — :
"'"[h’giééi[i:’éﬂiiéiéﬁéég“ ;
10.0.0.1
10.0.0.0/24
100050 (= {  10.0.0.10 10.0.0.20 | iz 10.0.0.60
i Forward Proxy 1 ! WebHost 123 ebHost 2| || (Forward Prosxy 2
10.0.1.51 i 10.0.1.10 10.0.1.20 | 10.0.1.52
, __ WIP10.0.4.50 |
i . Logical i
i Optional Portal oadbalancer; !
Forward Prozy 10.0.1.1 o

10.0.1.0/24

Router Setup

Unit

Router 1 (Active)

Router 2 (Standby)

IP Address

123.123.122.2

123.123.122.3

Subnet Mask

255.255.255.0

255.255.255.0

VRRP IP Address

123.123.122.1

123.123.122.1

VRRP Priority

200

100
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Packet filters (only if the available) Allow only Same as Unit 1.
HTTP/HTTPS to

PeopleSoft system. If
PeopleSoft portal is to
call outside allow
HTTP/HTTPS to
outside from
PeopleSoft system.
Allow rules as needed
by other non-
PeopleSoft systems.

Firewall Setup

Unit

Firewall 1 (Active)

Firewall 2 (Active)

IP Address 1

123.123.122.6

123.123.122.7

Subnet Mask 1

255.255.255.0

255.255.255.0

Shared Address 1

123.123.122.5

123.123.122.5

Default Route 1

123.123.122.1

123.123.122.1

IP Address 2

123.123.123.2

123.123.123.3

Subnet Mask 2

255.255.255.0

255.255.255.0

Shared Address 2 123.123.123.1 123.123.123.1

Default Route 2 None None

IP Address 3 * *

Subnet Mask 3 * *

Shared Address 3 * *

Default Route 3 None None

* Based on the Intranet IP address, it can be RFC 1918 address space.

Both firewall units have the same security setup.

Access to PIA/Portal from outside:

Protocol Transport | Source IP | Source Destination Destinatio | Action
Protocol Port IP n Port

HTTP TCP Any 80 138.123.123. 80 Allow
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HTTPS TCP Any 443 123.123.123. | 443 Allow
100

Access to Outside from Portal/Application Messaging service:

Protocol Transport | Source IP Source Destination | Destinatio | Action
Protocol Port IP n Port
HTTP TCP 123.123.123 | Any Any Any Allow
.50
HTTPS TCP 123.123.123 | Any Any Any Allow
.50
HTTP TCP 123.123.123 | Any Any Any Allow
.60
HTTPS TCP 123.123.123 | Any Any Any Allow
.60
Access to providers DNS server from local DNS server:
Protocol Transport | Source IP | Source Destination | Destinatio | Action
Protocol Port IP n Port
DNS' UDP Local DNS | Any Provider's 53 Allow
DNS
DNS' TCP Local DNS | Any Provider's 53 Allow
DNS

' Do not allow the reverse path i.e. do not allow Provider's DNS updates to

reach Local DNS

Webserver LoadBalancer Setup

Unit

Loadbalancer 1
(Active)

Loadbalancer 2
(Standby)

IP Address (VLAN1/0)

123.123.123.6

123.123.123.7

Subnet Mask

255.255.255.0

255.255.255.0

Shared Address

123.123.123.5

123.123.123.5

Default Route

123.123.123.1

123.123.123.1

IP Address (VLAN1/1)

10.0.0.2

10.0.0.3

Subnet Mask

255.255.255.0

255.255.255.0
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Shared Address 10.0.0.1 10.0.0.1

Virtual IP (portal.corp.com) 123.123.123.100 123.123.123.100

HTTP Service Port 80 80

HTTPS Service Port 443 443

HTTP Persistence (sticky) Loadbalancer Cookie Loadbalancer Cookie

HTTPS Persistence (sticky) Loadbalancer SSL Loadbalancer SSL
Sticky Sticky

Static Address Mapping for Inbound Loadbalancer NAT:

External IP Transport External Port Internal Internal Port

Address Protocol Address

123.123.123.100 | TCP 80 10.0.0.100 80

123.123.123.100 | TCP 443 10.0.0.100 443

Static Address Mapping for Outbound Loadbalancer Reverse NAT:

Source IP Transport Source Port Translated IP Translated Port
Protocol

10.0.0.50 TCP Any 123.123.123.50 | Any

10.0.0.60 TCP Any 123.123.123.60 | Any

Webserver Setup

The configuration parameters vary based on Webserver Clustering scheme
selected look at Webserver Clustering chapter for details.

Unit WebHost1:Instan | WebHost1:Instan | WebHost2:Instan | WebHost2:Instan
cel ce2 cel ce2

IP Address 1 | * * * *

Subnet Mask | 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0

1

Default 10.0.0.1 10.0.01 10.0.01 10.0.0.1

Route 1

HTTP Port * * * *
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HTTPS Port | * * * *

IP Address 2 | 10.0.1.10 10.0.1.10 10.0.1.20 10.0.1.20
Subnet Mask | 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0
2

D1efauItRoute 10.0.1.50 10.0.1.50 10.0.1.50 10.0.1.50
2

* See Webserver Clustering chapter for values

' Set to none if Proxy Loadbalancing is no used

Additional Security DMZ

For a higher security DMZ the following architecture is proposed:
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1231231222

Clustering

ISP 1
T11D5-3

ISP 2

and High Availability for Enterprise PeopleTools 8.4x — 8.5x

1234231224
=~ (WRRP floating IF "Eﬁ_'

- Router 2
Standby
123.123.122.3

123.123.122.6
Firewall A
Active
R L . ok B R

: DM2

VLAH 1/ A
1231231225
(clustered IP)

~123.123.1234 —,__
{clustered IP)

+
P 123.123.123.
(floating VIP)

RPS
Loadbalancer &

VYLAH 2/ A
Corporate

1231231227 Intranet

Firewall B
g hclve
1234231233 ;

1231231235
{floating IP}

RPS ;
Loadbalangcer B

Active
123.123.123.6

; 123.123.123.50
i Reverse Proxy 1

i 123.123.123.16
Firewall 1
Active
R [ X

YLAH 2/B

VLAH1/B

Standby
123.423.123.7

123.123.123i60
Reverse Proxy 2

10.0.67100
(floating VIP)

12312312317
Firewall 2

Loadbalancer 1

10.0.0.5

IP

Active (o=
10.0.0.6

VLAH 1M1

VLAH 21

Loadbalancer 2

10.0.0.7

10.0.0.10 10.0.0.20
WebHost 1 WebHost 2
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Logical Layout

ISP 1
T-1D5-3

Logical Router
123123142241 7

[]
-l

ISP 2
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Corporate
Intranet

1231231220024
1231231225
Logical
................................................. OutsideFirewal A
VIP 123.123.123.100 123423.1231
DMZ Logical
Luadhalancer
: 123.123.123.5
D 123.123.123.0.24
123.123.123.50 123.123.123.60
Reverse Proxy 1 17312342315 Reverse Proxy 2
Logical Inside
... Firesall
10.0.0.1
VIP 10.0.0.100
Logical
Loadbalancer E
10.0.0.5
10.0.0.0/24
10.0.0.10 10.0.0.20
WebHost 1= & || WebHost 2
10.0.1.10 | 10.0.1.20

Router Setup

Unit

Router 1 (Active)

Router 2 (Standby)

IP Address

123.123.122.2

123.123.122.3

Subnet Mask

255.255.255.0

255.255.255.0

VRRP IP Address

123.123.122.1

123.123.122.1

VRRP Priority 200 100
Packet filters (only if the available) Allow only Same as Unit 1.
HTTP/HTTPS to

PeopleSoft system. If
PeopleSoft portal is to
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call outside allow
HTTP/HTTPS to
outside from
PeopleSoft system.
Allow rules as needed
by other non-
PeopleSoft systems.

Outside Firewall Setup

Unit

Firewall A (Active)

Firewall B (Active)

IP Address 1

123.123.122.6

123.123.122.7

Subnet Mask 1

255.255.255.0

255.255.255.0

Shared Address 1

123.123.122.5

123.123.122.5

Default Route 1

123.123.122.1

123.123.122.1

IP Address 2

123.123.123.2

123.123.123.3

Subnet Mask 2

255.255.255.0

255.255.255.0

Shared Address 2

123.123.123.1

123.123.123.1

Default Route 2 None None

IP Address 3 * *

Subnet Mask 3 * *

Shared Address 3 * *

Default Route 3 None None

* Based on the Intranet IP address, it can be RFC 1918 address space.

Both firewall units have the same security setup.

Access to PIA/Portal from outside:

Protocol Transport | Source IP | Source Destination Destinatio | Action
Protocol Port IP n Port

HTTP TCP Any 80 123.123.123. | 80 Allow

100
HTTPS TCP Any 443 138.123.123. 443 Allow
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Protocol Transport | Source IP Source Destination | Destinatio | Action
Protocol Port IP n Port

HTTP TCP 123.123.123 | Any Any Any Allow
.50

HTTPS TCP 123.123.123 | Any Any Any Allow
.50

HTTP TCP 123.123.123 | Any Any Any Allow
.60

HTTPS TCP 123.123.123 | Any Any Any Allow
.60

Access to providers DNS server from local DNS server:

Protocol Transport | Source IP | Source Destination | Destinatio | Action
Protocol Port IP n Port
DNS' UDP Local DNS | Any Provider's 53 Allow
DNS
DNS' TCP Local DNS | Any Provider's 53 Allow
DNS

' Do not allow the reverse path i.e. do not allow Provider's DNS updates to

reach Local DNS

Reverse Proxy Server LoadBalancer Setup

Unit Loadbalancer A Loadbalancer B
(Active) (Standby)
IP Address 123.123.123.6 123.123.123.7

Subnet Mask

255.255.255.0

255.255.255.0

Shared Address

123.123.123.5

123.123.123.5

Default Route

123.123.123.1

123.123.123.1

Virtual IP (portal.corp.com)

123.123.123.100

123.123.123.100

HTTP Service Port

80

80

HTTPS Service Port

443

443

HTTP Persistence (sticky)

Loadbalancer Cookie

Loadbalancer Cookie
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HTTPS Persistence (sticky) Loadbalancer SSL Loadbalancer SSL
Sticky Sticky
Reverse Proxy Server Setup
Unit RPS1 RPS2
IP Address 1 | 123.123.123.50 123.123.123.60

Subnet Mask
1

255.255.255.0

255.255.255.0

Default Route
1

123.123.123.5

123.123.123.5

HTTP Port 80

80

HTTPS Port | 443

443

Inside Firewall Setup

Unit

Firewall 1 (Active)

Firewall 2 (Active)

IP Address 1

123.123.123.16

123.123.123.17

Subnet Mask 1

255.255.255.0

255.255.255.0

Shared Address 1

123.123.123.15

123.123.123.15

Default Route 1

123.123.123.1

123.123.123.1

IP Address 2 10.0.0.2 10.0.0.3

Subnet Mask 2 255.255.255.0 255.255.255.0

Shared Address 2 10.0.0.1 10.0.0.1

Default Route 2 None None

Both firewall units have the same security setup.

Access to PIA/Portal from RPS only:

Protocol Transport | Source IP Source Destination | Destinatio | Action
Protocol Port IP n Port

HTTP TCP 15203.123.123 80 10.0.0.100 80 Allow
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HTTPS TCP 123.123.123 | 443 10.0.0.100 443 Allow
.50

HTTP TCP 123.123.123 | 80 10.0.0.100 80 Allow
.60

HTTPS TCP 123.123.123 | 443 10.0.0.100 443 Allow
.60

Access to Outside from Portal/Application Messaging service:

Protocol Transport | Source IP | Source Destination | Destinatio | Action

Protocol Port IP n Port

HTTP TCP 10.0.0.50 Any Any Any Allow

HTTPS TCP 10.0.0.50 Any Any Any Allow

HTTP TCP 10.0.0.60 Any Any Any Allow

HTTPS TCP 10.0.0.60 Any Any Any Allow

Static Address Mapping on Inside Firewall for Inbound NAT:

External IP Transport External Port Internal Internal Port

Address Protocol Address

123.123.123.100 | TCP 80 10.0.0.100 80

123.123.123.100 | TCP 443 10.0.0.100 443

Static Address Mapping on Inside Firewall for Outbound Reverse NAT:

Source IP Transport Source Port Translated IP Translated Port

Protocol
10.0.0.50 TCP Any 123.123.123.50 | Any
10.0.0.60 TCP Any 123.123.123.60 | Any

Webserver LoadBalancer Setup

Unit Loadbalancer 1 Loadbalancer 2
(Active) (Standby)

IP Address 10.0.0.6 10.0.0.7

Subnet Mask 255.255.255.0 255.255.255.0

Shared Address 10.0.0.5 10.0.0.5
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Default Route 10.0.0.1 10.0.0.1

Virtual IP (portal.corp.com) 10.0.0.100 10.0.0.100

HTTP Service Port 80 80

HTTPS Service Port 443 443

HTTP Persistence (sticky)

Loadbalancer Cookie

Loadbalancer Cookie

HTTPS Persistence (sticky)

Loadbalancer SSL
Sticky

Loadbalancer SSL
Sticky

Webserver Setup

All other setup including Webserver setup is the same as NAT DMZ.
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Chapter 3 Webserver Clustering

For this version of this document only the PeopleTools 8.4 webserver
clustering shall be covered. There are a number of ways to setup a
Webserver cluster for a PeopleSoft system. Customers can use Oracle
Oracle Application Server or BEA WebLogic or IBM WebSphere as their
webserver and use the clustering mechanism provided by the vendor. Please
consult the vendor provided documentation for a detailed understanding of
Webserver clustering. Note that the architecture proposed here has been
adapted for PeopleSoft applications and is therefore somewhat different than
the documents provided by BEA or IBM.

BEA WebLogic provides a mechanism to cluster WebLogic webservers and
access the cluster via WebLogic proxies. These proxies can be another
WebLogic server, Microsoft IIS, Netscape iPlanet or Apache webserver and
shall be collectively called “WebLogic proxy” in this document. Please
carefully note the distinction between “WebLogic clustering” and “webserver
clustering” used extensively in this document. Following up on this distinction
some deployment setups will require WebLogic clustering while for others will
require WebSphere clustering. When WebLogic clustering is not used a
suitable third party loadbalancer must be used. Architecture of these various
scheme along with their respective advantages and disadvantages are
discussed later in this chapter.

IBM WebSphere provides a mechanism to cluster WebSphere webservers
and access the cluster via an HTTP (proxy) plugin. This WebSphere plug-in
is installed on an HTTP (proxy) server. Please note carefully the distinction
between “WebSphere clustering” and “webserver clustering” used extensively
in this document. Following up on this distinction some deployment setup will
require WebSphere clustering while others will require WebLogic clustering.
When WebSphere clustering is not used a suitable third party loadbalancer
must be used. Architecture of these various scheme along with their
respective advantages and disadvantages are discussed later in this chapter.

Webserver clustering shall provide scalability and stateless failover. Under
stateless failover, if a server fails user sessions shall be restarted with
another functioning server. All unsaved data on the failed server shall be lost
but the user login shall be preserved. WebLogic clustering requires a cluster
license to operate. It should be noted that the WebLogic licenses delivered
with a PeopleSoft installation already includes the required WebLogic Cluster
license.

WebLogic/WebSphere clustering requires that the cluster is accessed via a
WebLogic/WebSphere proxy. This introduces another tier to the data flow
and is not recommended for applications with very high scalability
requirement.

WEBLOGIC CLUSTER
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This section only provides specific instructions of how to setup a WebLogic
cluster for a PeopleSoft system. Please consult WebLogic Administrators
Guide for a detailed understanding of WebL ogic clustering.

PT8.40-8.43: WebLogic Server 6.1
http://edocs.bea.com/wls/docs61/adminguide/index.html

PT8.44 - 8.48: WeblLogic Server 8.1:
http://edocs.bea.com/wls/docs81/admin.html

PT8.49: WebLogic Server 9.2:

http://edocs.bea.com/wls/docs92/admin.html

PT8.50: WebLogic Server 10.3.1 (Also known as Oracle Fusion Middleware
11g Release 1):

http://download.oracle.com/docs/cd/E12839 01/wls.htm

Note that the architecture proposed here has been adapted for PeopleSoft
applications and is therefore somewhat different than the documents at the
BEA site, but in PeopleTools 8.44 it is all based on using an admin server for
administering the WebLogic domain and multiple managed servers serving
the PIA applications. When you install PIA on WebLogic 8.1, WebLogic 9.2,
and WebLogic 10.3.1 select the option to create a multi server domain.

In the following subsections we discuss two clustering architectures. The first,
Simple WebLogic Cluster, has been mentioned here because some systems
have been deployed with it. It is the simplest to setup but is also the least
scalable and is only applicable to small sites. The second, Advanced
WebLogic Cluster, is more scalable and is recommended for customers with
high scalability requirement. However, for the most scalable and flexible
architecture the Generic Webserver Cluster described in a following section is
recommended.

To make the changes described below to your server configuration, such as
IP addresses and listening ports use the WebLogic Server console. To
access the console start the WebLogicAdmin server by running the
startWebLogic script in your WebLogic domain. That script was created when
you installed PIA and selected the option to create a multi server domain.
The default URL to access the console is http://webserver:9999/console.
The ID and password to use is the WebLogic ID/password you specified
during the PIA install. Only the “WebLogicAdmin” server will have a console.
Managed servers do not have a console but are administered remotely via
the WebLogicAdmin server. To create additional servers via the console,
such as PIA3, PIA4 as described below you can either clone from an existing
server or define a new one.
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Simple WebLogic Cluster

In a simple WebLogic cluster there are one or more WebLogic instances per
webserver host and there are more than one webserver host for redundancy.
There is only one WebLogic proxy server running on a separate host. The
architecture diagram is shown below:

portal.corp.com IH A 123123123100

WebHost1 123.123.123.10
Weblnstance 1
12312312311
Port:501 05011

DNS

Web Instance 7
12342312312 el |
Port: 5010/5011

ProxyHost
123.123.123.100

APPSERVER e

|| Weblogic Proxy
Port: 80/443

WehHost? 123.123.123.20
(VWeDInStance 1], | j
123.423423.21 (=l
Port: 5010/5011

APPSERVER =

Flrewall

Veblnstance 2 .
123.123.123.22 {atd
Port: 5010/5011

For this setup:

Advantages:

Use WebLogic Proxy server serving HttpClusterServilet web
application.

All instances must use the same HTTP/HTTPS port e.g.
5010/5011 in the example. This requires IP Aliasing if the host
does not have dedicated network interfaces for each webserver
instance

One proxy server load balances across all the WebLogic
instances

The proxy must pass all calls to the webserver instances

WebLogic proxy server and WebLogic servers providing PIA
are run as WebLogic Managed Servers

= Simple to setup

= | ow cost solution

Disadvantages:

= Proxy adds an additional layer

= WebLogic proxy requires IP Aliasing for running multiple instances

= WebLogic proxy is a single point of failure.
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= Very low scalability. The WebLogic proxy will soon become a
scalability bottleneck as new webservers are added to the pool
particularly when going over SSL.

Setup

The setup is considerably different from the “Big Picture” chapter because the
load balancer is missing. To make it easier to understand the architecture
illustration shows the mapping for a system where the firewall is not
performing any NAT. It is recommended that NAT be performed for greater

security.
Proxy Setup
Unit ProxyHost
WebLogic instance

name = RPS
IP Address 123.123.123.100
Subnet Mask 255.255.255.0
Default Route 123.123.123.1
HTTP Port 80
HTTPS Port 443
Webserver Setup
Unit WebHost1:Instan | WebHost1:Instan | WebHost2:Instan | WebHost2:Instan

cel ce2 cel ce2
WebLogic WebLogic WebLogic WebLogic
instance name = | instance name = | instance name = | instance name =
PIA1 PIA2 PIA3 PlA4

IP 123.123.123.11" | 123.123.123.12" | 123.123.123.21" | 123.123.123.22"
Address1
HTTP Port | 5010 5010 5010 5010
HTTPS 5011 5011 5011 5011
Port

' All IP addresses are IP aliases created on Interface 1
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Advanced WebLogic Cluster

Use this architecture only if you cannot use the Generic Webserver
Cluster discussed in a following section. This architecture improves the
Simple WebLogic cluster by removing the single point of failure of the
WebLogic proxy server. High Availability is achieved by using a load
balancer. The architecture diagram is shown below:

DNS WehbHost1
123.123.123.10
portal.corp.com IH A 123123123100 Weblogic Proxy
' Port: 5000/5001

ebinElance
12312312311 =
Port: 5010/5011

ebinstance

123.123.123.12 APPSERVER o
Port: 5010/5011

WehHost2
123.123.123.20

L Weblogic Proxy
Port: 50005001

eDinstance
12312342321 fml | APPSERVER =

Port: 5010/5011

ebinstance
12312312322 el
Port: 5010/5011

LT
VIP for Loadbalancer
123.123.123.100

Port: $0/443

For this setup:

= Use WebLogic proxy serving HttpClusterServlet web
application.

= Use Loadbalancer with loadbalancer-cookie based session
sticky for HTTP and SSL based session sticky for HTTPS

= All instances must use the same HTTP/HTTPS port e.g.
5010/5011 in the example. This requires IP Aliasing if the host
does not have dedicated network interfaces for each webserver
instance

*= One proxy server load balances across all the WebLogic
instances on that host only, so you will use a different multicast
address for each host in the cluster

» The proxy will only pass all calls to the webserver instances.

= WebLogic proxy server and WebLogic servers providing PIA
are run as WebLogic Managed Servers

Advantages:
= Good Scalability
»= Good fault tolerance
= Good flexibility of adding/removing servers dynamically

=  \Works with non identical webhosts
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Disadvantages:
= Proxy adds an additional layer
= WebLogic proxy requires IP Aliasing for running multiple instances

= Reasonably complex to setup
Setup

Refer to the “Big Picture” chapter for other components. To make it easier to
understand the architecture illustration shows the mapping for system where
the firewall or loadbalancer is not performing any NAT. It is recommended
that NAT be performed for greater security.

Proxy Setup

Unit

WebHost1

WebLogic instance
name = RPS1

WebHost2

WebLogic instance
name = RPS2

IP Address (no
NAT")

123.123.123.10

123.123.123.20

IP Address (NAT?)

10.0.0.10

10.0.0.20

Subnet Mask

255.255.255.0

255.255.255.0

Default Route (no
Nat1)

123.123.123.5

123.123.123.5

Default Route 10.0.0.10 10.0.0.20
(NAT?)

HTTP Port 5000 5000
HTTPS Port 5001 5001

' Neither Firewall nor Loadbalancer NAT is performed

2 Either Firewall or Loadbalancer or both (possible but not shown in this

document) NAT is performed

Webserver Setup
Unit WebHost1:Instan | WebHost1:Instan | WebHost2:Instan | WebHost2:Instan
ce1 ce2 cel ce2
WebLogic WebLogic WebLogic WebLogic
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instance name = | instance name = instance name = | instance name =
PIA1 PIA2 PIA3 PIA4

IP 123.123.123.11" [ 123.123.123.12" 123.123.123.21" [ 123.123.123.22"

Address1

(no NAT?)

P 10.0.0.11" 10.0.0.12" 10.0.0.21" 10.0.0.22"

Address1

(NAT?)

HTTP Port | 5010 5010 5010 5010

HTTPS 5011 5011 5011 5011

Port

" All IP addresses are IP aliases created on Interface 1
2 Neither Firewall nor Loadbalancer NAT is performed

® Either Firewall nor Loadbalancer or both (possible but not shown in this
document) NAT is performed

WEBSPHERE CLUSTER

This section only provides specific instructions of how to setup a WebSphere
cluster for a PeopleSoft system. Please consult the release notes for
WebSphere 4.02 that contains detailed instructions on how to create multiple
WebSphere instances on a machine. The instructions in this document are
based on those release notes. Download the Release notes and read a file
called rncoexist.ntml. The release notes can be downloaded from
ftp://ftp.software.ibm.com/software/websphere/appserv/support/fixpacks/was4
O/fixpack2/docs/RelNotes402.zip. Note that the architecture proposed here
has been adapted for PeopleSoft applications and is therefore somewhat
different than the documents at the IBM site.

In the following subsections we discuss two clustering architectures. The first,
Simple WebSphere Cluster, has been mentioned here because some
systems have been deployed with it. It is the simplest to setup but is also the
least scalable and is only applicable to small sites. The second, Advanced
WebSphere Cluster, is more scalable and is recommended for customers
with high scalability requirement. However, for the most scalable and flexible
architecture the Generic Webserver Cluster described in the next section is
recommended.

Simple WebSphere Cluster

In a simple WebSphere cluster there are one or more WebSphere instances
(WASInstance) per webserver host (WASHost) and there are more than one
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webserver host for redundancy. There is only one HTTP proxy server running
on a separate host. The architecture diagram is shown below:

DNS WASHost1 123.123.123.10
WhASInstance 1
portal.corp.com IH A 123.123.123.100 Port:9080/0443
Server ID 748021 [ ||
Clone ID mrhb
/v HTTPHost P APPSERVER (=
123.123.123.100 -
! N N —— WASInstance 2 e |
Pt i Spiare plugin Port: 9081/9444 L L]
Port: 80/443 Server ID 748022
/ Clone ID mrhq
Firevvall b  APPSERVER (e

WASHost2 123.123.123.20

WhaSInstance 1
Port: 9080/9443
Server ID 748923
Clone ID mrhr

WhaSinstance 2
Port:9081/9444
Server ID 748924
Clone ID mrhs

For this setup:
= Use an HTTP server with the WebSphere plug-in installed

» The WebSphere instances may listen to ports other than 9080
and 9081 in the example.

» Requests are workload managed across the WebSphere
instances by the WebSphere plug-in on HTTPHost. The
WebSphere plug-in runs within the HTTP server process.

= All requests are passed to the WebSphere instances. No
content is served from the HTTPHost.

Advantages:
= Simple to setup
= Low cost solution

= WebSphere instances can listen on any port, which does not require
IP aliasing.

Disadvantages:
= HTTP Server (proxy) adds an additional layer

= HTTP Server (proxy) is a single point of failure.
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= Very low scalability. The HTTP server will soon become a scalability
bottleneck as new webservers are added to the pool particularly when
going over SSL.

Setup

The setup is considerably different from the “Big Picture” chapter because the
load balancer is missing. To make it easier to understand the architecture
illustration shows the mapping for a system where the firewall is not
performing any NAT. It is recommended that NAT be performed for greater
security.

HTTPHost (proxy) Setup
Unit HTTPHost
IP Address 123.123.123.100

Subnet Mask 255.255.255.0

Default Route 123.123.123.1

HTTP Port 80

HTTPS Port 443

Webserver Setup

Unit WASHost1:Instan | WASHost1:Instan | WASHost2:Instan | WASHost2:Instan
cel ce2 cel ce2

P 123.123.123.11 123.123.123.12 123.123.123.21 123.123.123.22

Address1

HTTP Port | 9080 9081 9080 9081

HTTPS 9443 9444 9443 9444

Port

Advanced WebSphere Cluster

Use this architecture only if you cannot use the Generic Webserver
Cluster discussed in the next section. This architecture improves the
Simple WebSphere cluster by removing the single point of failure of the
HTTPHost (proxy) server. High Availability is achieved by using a load

balancer. The architecture diagram is shown below:
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DHS WASHost1
WASInstance 1
123.123.123.10  Port: 90609443 T
portal.corp.com IH A 123123123100 HTTP Server :
.wi'th WebSphere]
plugin WASInstance 2
Port: §0/443 " Port: 9080/9443 APPSERVER o
WASHost2
WASInstance 1 bt  APPSERVER o
123.123.123.20  Port: 9080,9443 T
HTTP Server ort:
{ | with WebSphere -]
VIP for Loadbalancer | | plugin WASInstance 2
123.123.123.100 Port: 80V443 "Port: 90809443 1|
Port: 80/443

For this setup:
= Use HTTP Server (proxy)

= Use Loadbalancer with loadbalancer-cookie based session
sticky for HTTP and SSL based session sticky for HTTPS

= One HTTP Server (proxy) server load balances across all the
WebSphere instances on that host

Advantages:
= Good Scalability

= Good fault tolerance. WebSphere plug-in provides failover support.
The WebSphere plug-in will forward requests to available
WASInstances. If a WASInstance is down, the plug-in will temporarily
route around it until the instance becomes available again.

* Good flexibility of adding/removing servers dynamically
= Works with non identical webhosts
Disadvantages:
= HTTP Server (proxy) adds an additional layer
= Reasonably complex to setup with added complexity of loadbalancer
setup

Setup

Refer to the “Big Picture” chapter for other components. To make it easier to
understand the architecture illustration shows the mapping for system where
the firewall or loadbalancer is not performing any NAT. It is recommended
that NAT be performed for greater security.
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HTTP Server (proxy) Setup

Unit

HTTP server on
WASHost1

HTTP server on
WASHost2

IP Address (no
NAT")

123.123.123.10

123.123.123.20

IP Address (NAT?)

10.0.0.10

10.0.0.20

Subnet Mask

255.255.255.0

255.255.255.0

Default Route (no
Nat')

123.123.123.5

123.123.123.5

Default Route 10.0.0.10 10.0.0.20
(NAT?)

HTTP Port 80 80
HTTPS Port 443 443

' Neither Firewall nor Loadbalancer NAT is performed

2 Either Firewall or Loadbalancer or both (possible but not shown in this
document) NAT is performed

Webserver Setup

Unit WASHost1:Instan | WASHost1:Instan | WASHost2:Instan | WASHost2:Instan
ce1 ce2 cel ce2

IP 123.123.123.10 123.123.123.10 123.123.123.20 123.123.123.20

Address1

(no NAT")

IP 10.0.0.10 10.0.0.10 10.0.0.20 10.0.0.20

Address1

(NAT?)

HTTP Port | 9080 9081 9080 9081

HTTPS 9443 9444 9443 9444

Port

' Neither Firewall nor Loadbalancer NAT is performed

2 Either Firewall or Loadbalancer or both (possible but not shown in this

document) NAT is performed
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ORACLE APPLICATION SERVER (OAS) CLUSTER

This section provides specific instructions of how to setup an OAS 10.1.2.x
cluster for a PeopleSoft 8.47 — 8.48 releases and OAS 10.1.3.1 for 8.49
releases.

Note:

Please refer to OAS documentation (http://download-
west.oracle.com/docs/cd/B14099 11/index.htm) for a detailed understanding
of OAS 10.1.2.x clustering and (http://download-
west.oracle.com/docs/cd/B31017 01/index.htm) for a detailed understanding
of OAS 10.1.3.1 clustering

OAS does not support Simple Cluster since the use of OHS component with
OAS is mandatory.

Advanced OAS Cluster

High Availability is achieved by using a load balancer. The architecture
diagram is shown below:

DNS
OAS Instance 1

portal.corp.com IN A 123.123.123.100

OHS oc4J —1 APP SERVER |—~
Port 80/443 | |7| Port 9080/9443

X

] Loadalancer ]
Firewall OAS Instange 2
/" || APP SERVER

VIP for Loadbalancer OHS L1yl 0oc4J
123.123.123.100 Port 80/443 Port 9080/9443

Port 80/443

For this setup:
= Use HTTP Server (proxy)

= Use Loadbalancer with loadbalancer-cookie based session
sticky for HTTP and SSL based session sticky for HTTPS

= One HTTP Server (proxy) server load balances across all the
OAS instances on that host

Advantages:

= Good Scalability
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= Good fault tolerance.
* Good flexibility of adding/removing servers dynamically
= Works with non identical webhosts
Disadvantages:
= HTTP Server (proxy) adds an additional layer

= Reasonable complex to setup with added complexity of loadbalancer
setup

GENERIC WEBSERVER CLUSTER

Unlike WebLogic/WebSphere clustering architecture there is only one form of
Generic Webserver Cluster architecture. The capacity of the system will
determine the selection of components but the over all architecture does not
change.

Generic Webserver Cluster

In a generic webserver cluster there is no need to install WeblLogic proxy
server or a WebShpere HTTP server and therefore one layer of indirection
can be avoided. There is one or more WebLogic/WebSphere instance per
webserver host and there is more than one webserver host for redundancy.
This configuration is recommended for sites which require the ability to
change capacity on demand. All web hosts need not be identical and load
can be distributed according to host capacity (with most loadbalancers). High
scalability is achieved by using HW loadbalancer to distribute the load directly
across all the webserver instances. This is by far the most flexible and
scalable configuration. The architecture diagram is shown below:

il R Weblinstance 1

Port: 50105011

portal.corp.com IH A 123423423100 12312312310

Weblinstance 2
/ Port: 5020/5021 APPSERVER =

falva
7 I

padbalancer WehHost?

Weblnstance 1 e APPSERVER e
Port: 5010/5011

123.123.123.20

| | -]
YIP for Loadbalancer Weblnstance 2
123.123.123.100 Port: 502005021
Port: 30/443

For this setup:
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» Use HW Loadbalancer with loadbalancer-cookie based session
sticky or HTTP and SSL based session sticky for HTTPS.
» The webserver instances need not run on the same port
numbers e.g. 5010/5011, 5020/5021 in the example.
Advantages:

= Easy to setup

= Webserver instances can be installed on any port. This enables us to
run multiple instances of the webserver on a host without using IP
Aliasing

= Best Scalability

= Best fault tolerance

= Best flexibility of adding/removing servers dynamically
Disadvantages:

= For clusters using WebSphere webservers - internal HTTP server
does not have logging for requests. Traffic analysis may not be
possible without standard request logs

Setup

Refer to the “Big Picture” chapter for other components. To make it easier to
understand the architecture illustration shows the mapping for system where
the firewall or loadbalancer is not performing any NAT. It is recommended
that NAT be performed for greater security.

Webserver Setup

Unit WebHost1:Instan | WebHost1:Instan | WebHost2:Instan | WebHost2:Instan
cel ce2 cel ce2

IP Address | 123.123.123.10 123.123.123.10 123.123.123.20 123.123.123.20

(no NAT")

IP Address | 10.0.0.10 10.0.0.10 10.0.0.20 10.0.0.20

(NAT?)

HTTP Port | 5010 or 9080 5020 or 9081 5010 or 9080 5020 or 9081

HTTPS 5011 or 9443 5021 or 9444 5011 or 9443 5021 or 9444

Port

' Neither Firewall nor Loadbalancer NAT is performed
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2 Either Firewall or Loadbalancer or both (possible but not shown in this
document) NAT is performed

CONFIGURING A WEBLOGIC PROXY SERVER

This section applies to the Simple WebLogic Clustering and Advanced
WebLogic Clustering architecture only. This section describes the steps to
configure a WebLogic proxy server for clustering.

IIS Proxy Plug-in

If you are using the IS proxy plug-in please follow the PeopleSoft installation
guide to configure the plug-in as a proxy server. For PeopleTools 8.44 and
higher please refer to the “Working with WebLogic” section of the
“PeopleTools: Server Tools” PeopleBook. Once installation is complete and
has been tested to function with one instance of the WebLogic servers follow
the following steps to cluster enable the proxy server by editing the
iisproxy.ini file.

Here is a sample iisproxy.ini file without clustering. Comment lines are
denoted with the "#" (hatch) character.
# This file contains initialization name/value pairs
# for the IIS/WebLogic plug-in.
WebLogicHost=ProxyHostl
WebLogicPort=5010
ConnectTimeoutSecs=20
ConnectRetrySecs=2
WLCookieName=PORTAL-PSJSESSIONID

Here is a sample iisproxy.ini file with clustering. Comment lines are denoted
with the "#" (hatch) character.

# This file contains initialization name/value pairs
# for the IIS/WebLogic plug-in.

WebLogicCluster= WebHostl:5010,WebHost2:5010
ConnectTimeoutSecs=20

ConnectRetrySecs=2

WLCookieName=PORTAL-PSJSESSIONID

where WLCookieName must match the property
portalServletSessionCookieName and CookieName in

PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL\WEB-INF\weblogic.xml and in your Web Profile in your
database for PeopleTools 8.49 and below.
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For PeopleTools 8.50 and above, WLCookieName must match the property
CookieName in

PIA HOME\webserv\<weblogic domain>\applications\peoplesof
t\PORTAL.war\WEB-INF\weblogic.xml

Optional: Create a DNS name entry for the IP address for the proxy i.e.
123.123.123.10, that will be used to access the website.

SunOne (Also known as Sun Java System WebServer , and formally
known as iPlanet , Netscape) Proxy Plug-in

If you are using the SunOne proxy plug-in please follow the PIA Answerbook
to configure the plug-in as a proxy server. For PeopleTools 8.44 and above
please refer to the “Working with WebLogic” section of the “PeopleTools:
Server Tools” in PeopleBook. Once installation is complete and has been
tested to function with one instance of the WebLogic servers make the
highlighted change to cluster enable the proxy server by editing the obj.conf
file. The file has been taken from the sample posted in PIA Answerbook and
updated for clustering.

The following example illustrates sample parameters in the obj.conf file.

# Use only forward slashes in pathnames--backslashes can
cause problems. See the iPlanet

# documentation for more information.

# This obj.conf will proxy requests for based on URLS
that contain either ‘peoplesoft8’ or

# ‘servlets’ or both.

Init fn="load-modules" funcs="wl-proxy,wl-init"\
shlib=C:/Netscape/Serverd/plugins/proxy36.dll

Init fn="wl-init"

Init fn=flex-init access="C:/Netscape/Serverd/https-

DBROWNQ032500.peoplesoft.com/logs/access"
format.access="%Ses->client.ip% - S$Reg->vars.auth-user%
[$SYSDATE%] \"%$Reg->regpb.clf-request%\" %Reqg-

>srvhdrs.clf-status% $Reg->srvhdrs.content-length%"

Init fn=locad-types mime-types=mime.types

Init fn="load-modules"
shlib="C:/Netscape/Serverd/bin/https/bin/NSServletPlugin.

dii"
funcs="NSServletFarlyInit,NSServletLateInit,NSServletName

Trans,NSServletService" shlib flags=" (global|now)"

Init fn="NSServletEarlyInit" EarlyInit=yes

Init fn="NSServletlLateInit" LatelInit=yes

<Object name=default>

NameTrans fn="NSServletNameTrans" name="servlet"
NameTrans fn="pfx2dir" from="/servlet"
dir="C:/Netscape/Serverd/docs/servliet"
name="ServletByExt"
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NameTrans fn=pfx2dir from=/ns-icons
dir="C:/Netscape/Serverd/ns-icons" name="es-internal"
NameTrans fn=pfx2dir from=/mc-icons
dir="C:/Netscape/Serverd/ns-icons" name="es-internal"
NameTrans fn="pfx2dir" from="/help"
dir="C:/Netscape/Serverd/manual/https/ug" name="es-
internal"

NameTrans fn="pfx2dir" from="/manual"
dir="C:/Netscape/Serverd/manual/https" name="es-internal"
NameTrans fn=document-root
root="C:/Netscape/Serverd/docs"

PathCheck fn=nt-uri-clean

PathCheck fn="check-acl" acl="default"

PathCheck fn=find-pathinfo

PathCheck fn=find-index index-

names="index.html, home.html"

ObjectType fn=type-by-extension

ObjectType fn=force-type type=text/plain

Service method= (GET|HEAD) type=magnus-internal/imagemap
fn=imagemap

Service method= (GET|HEAD) type=magnus-internal/directory
fn=index-common

Service method=(GET|HEAD) type=*~magnus-internal/*
fn=send-file

AddLog fn=flex-log name="access"

</Object>

<Object name="peoplesoft8" ppath="*/peoplesoft8/*">
Service fn=wl-proxy \
WebLogicCluster="WebHostl:5010,WebHost2:5010"
WLCookieName=PORTAL-PSJSESSIONID

</Object>

<Object name="servlets" ppath="*/servlets/*">

Service fn=wl-proxy \
WebLogicCluster="WebHostl:5010,WebHost2:5010"
WLCookieName=PORTAL-PSJSESSIONID

</Object>

<Object name=cgi>

ObjectType fn=force-type type=magnus-internal/cgi
Service fn=send-cgi

</Object>

<Object name="servlet">

ObjectType fn=force-type type=text/html
Service fn="NSServletService"

</Object>

<Object name="jsp092">

ObjectType fn="type-by-extension"

ObjectType fn="change-type" type="magnus-internal/jsp092"
if-type="magnus-internal/jsp"
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Service fn="NSServletService" type="magnus-
internal/jsp092"
</Object>

<Object name="ServletByExt">

ObjectType fn=force-type type=magnus-internal/servlet
Service type="magnus-internal/servlet"
fn="NSServletService"

</Object>

<Object name="es-internal">
PathCheck fn="check-acl" acl="es-internal"
</Object>

where WLCookieName must match the property
portalServletSessionCookieName and CookieName in

WL HOME\config\peoplesoft\applications\PORTAL\WEB-
INF\psftdocs\ps\configuration.properties file and

WL HOME\config\peoplesoft\applications\PORTAL\WEB-
INF\weblogic.xml file respectively. For PT8.44 —PT8.49, the path is
different and it is

PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL\WEB-INF\psftdocs\ps\configuration.properties and
PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL\WEB-INF\weblogic.xml respectively.

For PT8.50 and higher, the path is

PIA HOME\webserv\<weblogic domain>\applications\peoplesof
t\PORTAL.war\WEB-INF\psftdocs\ps\configuration.properties
and

PIA HOME\webserv\<weblogic domain>\applications\peoplesof
t\PORTAL.war\WEB-INF\weblogic.xml respectively.

Optional: Create a DNS name entry for the IP address for the proxy i.e.
123.123.123.10, that will be used to access the website.

Apache Proxy Plug-in

If you are using the Apache HTTP proxy plug-in please follow the PIA
Answerbook to configure the plug-in as a proxy server. For PeopleTools 8.44
and higher please refer to the “Working with WebLogic” section of the
“PeopleTools: Server Tools” PeopleBook. Once installation is complete and
has been tested to function with one instance of the WebLogic servers make
the highlighted change to cluster enable the proxy server by editing the
httpd.conf file. The file has been taken from the sample posted in PIA
Answerbook and updated for clustering.

Specify the parameters that will be used by the Apache plugin by defining
them in an IfModule tag for WebLogic in your Apache's httpd.conf. This tag
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should be added in the "### Section 2: 'Main' server
configuration" section of your httpd.conf.

<IfModule mod weblogic.c>
WebLogicCluster WebHostl:5010,WebHost2:5010
WLCookieName=PORTAL-PSJSESSIONID
</IfModule>

where WLCookieName must match the property
portalServletSessionCookieName and CookieName in

WL HOME\config\peoplesoft\applications\PORTAL\WEB-
INF\psftdocs\ps\configuration.properties and

WL HOME\config\peoplesoft\applications\PORTAL\WEB-
INF\weblogic.xml file respectively.. For PT8.44 — PT8.49, the path is
different and it is

PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL\WEB-INF\psftdocs\ps\configuration.properties and
PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL\WEB-INF\weblogic.xml respectively.

For PT8.50 and higher, the path is

PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL.war\WEB-INF\psftdocs\ps\configuration.properties
and

PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL.war\WEB-INF\weblogic.xml respectively.

Optional: Create a DNS name entry for the IP address for the proxy i.e.
123.123.123.10, that will be used to access the website.

WebLogic server as Proxy

Please note: Using WebLogic Server as Proxy (HttpClusterServlet) in the Production
Environment is not recommended per BEA/Oracle. It is only recommended to be used in
staging environments or development environments.

PeopleTools 8.40 — 8.43

The instructions below assumes that WebL ogic is up and running on the host
and on NT/2000 or windows 2003 it can be started from the command line,
please consult PIA Answerbook for detailed instructions on how to do this. It
is necessary to install PIA on this host even if no instance of PIA will run on
this host. In the instructions below, WL HOME is the directory where WebLogic
is installed and PIA1 is the name of the first WebLogic name. The steps to
follow are:

1. Backup the WL HOME/config/peoplesoft/config.xml file

2. In a browser navigate to the console at
http://webhost1:5000/console
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NOTE: The default login is - system/password
3. Select peoplesoft->Deployments from the left frame
4. Select “Web Applications” from the left frame

5. Select “Configure a new Web Application...” from the right
frame

6. Specify the following information:
a. From Configuration->General Tab
= Change Name to “HttpClusterServlet”

= Change Path URI to
config/peoplesoft/applications/HttpCluste
rServlet

= Select Create
7. Select peoplesoft->Servers from the left frame
8. Select “Configure a new Server...” from the right frame

9. Modify data to match the Proxy Server values. In our example:

a. From Configuration->General Tab
= Change Name to RPS
= Change Listen Portto 5000
= Specify Listen Address if the host has multiple IP
addresses
=  Select Apply
b. From Configuration->HTTP Tab

= Select Default Web Application as
“HttpClusterServlet”

= Select Apply
c. Optional from Configuration->SSL Tab
= Change Portto 5001
» Setup “Server Key File Name”
» Setup “Server Certificate File Name”
» Setup “Server Certificate Chain File Name”
» Setup “Trusted CA File Name”
= Select Apply
d. From Deployments->Web Applications Tab
= Select “Web App Component” and then select
“HttpClusterServlet” as a Chosen item
= Select Apply
e. From Logging->General Tab
» Change “File Name” to create a new log file for RPS
instance, e.g.
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WL HOME/config/peoplesoft/logs/RPS weblog
ic.log
= Select Apply
f. From Logging->HTTP Tab
= Change “Logfile Name” to create a new access log
file for RPS instance e.g.
WL HOME/config/peoplesoft/logs/RPS access
.log
= Select Apply
g. Optionally from the Notes Tab
»= Change Notes to something like:
“The RPS server is the is the Reverse Proxy
Server to access PIA instances”
10.Select peoplesoft->Deployments from the left frame
11.Then Select Web Applications from the left frame
12.Select “"Edit Web Application Descriptor..” from the right
frame
13.Select “HttpClusterServlet->Web App Descriptor-
>Servlets->HttpClusterServlet->Parameters” from the left
frame of the new window
14.Then for WebLogic 6.1 SP2 select “WebLogicCluster” or for
WebLogic 6.1 SP1 select “defaultServers” from the left frame
a. Update the “Param value” field to include all webserver

instance info (name:httpPort:httpsPort) here.
WebHost1:5010:5011 |WebHost2:5010:5011

b. Select Apply
15. Select “HttpClusterServiet->Web App Descriptor->Servlets-
>HttpClusterServlet->Parameters” from the left frame
16.Click on “Configure a new parameter...” on the right frame
17.Specify the following information:
a. Set Param-Name: cookieName
b. Set Param-Value: PORTAL-PSJSESSIONID
NOTE: With WebLogic 6.1 SP1 the only valid Param-Value is
JSESSIONID which is also the default.
NOTE: The Param-Value must match the CookieName in
PORTAL's weblogic.xml and
configuration.properties files. On NT these are
WL HOME\config\peoplesoft\applications\PORTAL\W
EB-INF\weblogic.xml and
WL HOME\config\peoplesoft\applications\PORTAL\W
EB-INF\psftdocs\ps\configuration.properties
respectively.
18.Select HttpClusterServlet on the left frame
a. Select Validate on the right frame and ensure that the
deployment descriptor validates cleanly
19.Select HttpClusterServlet on the left frame again
a. Select Persist to save the validated deployment descriptor
20.0n NT create a startup file
WL HOME\config\peoplesoft\startRPS.cmd with the following
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@echo off
startPIA RPS
On UNIX create a startup file
WL HOME\config\peoplesoft\startRPS.sh with the following:
#!/bin/sh
exec startPIA.sh RPS

21.0Optional: Create a DNS name entry for the IP address for the proxy
i.e.123.123.123.10, thatwill be used to access the website.

This will configure the WebLogic proxy. After these steps are completed use
WL HOME\config\peoplesoft\startRPS.cmd (.sh) to startthe
WebLogic proxy.

PeopleTools 8.44 — 8.48

The Multi-server option of the PIA install builds a WebLogic proxy server for
you. The WebLogic instance name is RPS and the two applications
deployable to it are HttpProxyServlet and HttpClusterServlet.
HttpProxyServlet is used to proxy content from a single back-end WebLogic
instance. HttpClusterServlet is used to proxy content from multiple back-end
WebLogic servers. Refer to the following section titled “Configuring Multiple
WebLogic instances” for information on the usage of the HttpClusterServlet.

The back-end WebLogic content servers that the WebLogic proxy will proxy
content from is defined in the web.xml of HttpProxyServlet/HttpClusterServlet
web applications. To edit these settings use WebLogic Builder.

Note: startWebLogicBuilder is a graphical java application which mean on
UNIX, X11 libraries must be installed and an xterm must be available.

To start WebLogic Builder run either of the following commands from
within your WebLogic domain directory. Once WebLogic Builder starts
click File/Open to specify which application’s descriptors to edit or specify
the application name on the command line as shown below with
HttpClusterServlet. The application name is case sensitive.

1. startWebLogicBuilder applications/HttpClusterServiet
or

1. setEnv (on UNIX run . ./setEnv.sh)

2. java weblogic.marathon.Main applications/HttpClusterServlet -

stddialog

To edit the list of content server(s) the proxy server will proxy content
fromselect ‘Servlets/™*proxyServlet” in the Navigation window on the left.
Next click on the “Init Params” tab and select either WebLogicCluster,
WebLogicHost or WebLogicPort. If you are editing the HttpClusterServlet
you will see the WebLogicCluster parameter, otherwise if you are editing the
HttpProxyServlet you will see WebLogicHost and WebLogicPort.

For example;
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After your changes are complete, click File/Save and restart your WebLogic
Proxy server if it was running for the changes to take effect.

With the PIA install, the RPS server deploys “HttpProxyServlet” as default
application and we want to deploy “HttpClusterServlet” when cluster is
configured. In order to make this change, login to WebLogic admin console
and follow the steps listed below.

1. Select peoplesoft->Deployments from the left frame
2. Then select HttpProxyServlet from the list of current deployments in
the right frame

3. Select Target tab and uncheck the “RPS” server from the list of
independent servers table in the right frame. Click on “Apply” button.

4 . Now go back to deployments tab in the left frame and
HttpClusterServlet from the list of current deployments in the right
frame.

5. Select Target tab and check the “RPS” server from the list of servers.
Click on “Apply” button.

Once these changes are done in the console, restart the RPS server in order
to have the changes to take effect.
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PeopleTools 8.49 — PeopleTools 8.50

WebLogic Server version 9.2 is supported on PT 8.49 and WebLogic Server version 10.3.1 is
supported on PT8.50. Starting WebLogic 9.2, the application startWebLogicbuilder is
deprecated. To configure WebLogic, use WebLogic console along with the configuration files.
In order to configure WebLogic as a reverse proxy server, follow the procedure listed below.

Please note: For WebLogic Server Version 10.3.1 ( For PT8.50) It is required to apply an
additional One-Off-Patch -Bug8348275_1031GA.jar- from BEA in order to support
WLCookieName in HttpClusterServlet. Please refer to “PeopleSoft Enterprise
PeopleTools PT 8.50 WebLogic Patches” for detail on how to obtain and apply this
One-Off-Patch.

Setup HttpClusterServlet as the target for RPS Server:

After the multiserver PIA installation is done, login to WebLogic console using
http://weblogichost:9999/console and follow the steps listed below.

e Click on PeopleSoft, Deployments and select HitpClusterServlet web application

e Click on Targets tab and make sure the server “RPS” is selected as Target and click
Save button

e Click on PeopleSoft, Deployment and select HttpProxyServlet web application

e Click on Targets tab and make sure all the servers are unchecked for this application

Setup list of WebLogic servers in the cluster:

The back-end WebLogic content servers that the WebLogic proxy will proxy content from is
defined in the web.xml of HttpProxyServlet/HttpClusterServiet web applications.

To change the settings in PT849, edit web.xml available in
PS_HOME\webservi\<domain>\applications\HttpClusterServiet\WEB-INF.

To change the settings in PT850, edit web.xml available in
PIA_HOME\webservi\<domain>\applications\HttpClusterServiet\WEB-INF.

o Backup the existing web.xml

o Edit web.xml, find the following section and enter the list of server names for
“WebLogicCluster” parameter as it describes in the description tag.

<servlet>
<display-name>HttpClusterServlet</display-name>
<servlet-name>HttpClusterServlet</servlet-name>
<servlet-class>weblogic.servlet.proxy.HttpClusterServlet</servlet-class>
<init-param>

<description>List of servers in the cluster. Seperate by '|'</description>
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<param-name>WebLogicCluster</param-name>
<param-value>host1name:6666:6667|host2name:6666:6667</param-value>
</init-param>
e Add WLCookieName parameter to the same web.xml.
<init-param>
<param-name>WLCookieName</param-name>
<param-value>PORTAL-PSJSESSIONID</param-value>
</init-param>

where WLCookieName must match the property
portalServletSessionCookieName and CookieName in

PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL\WEB-INF\psftdocs\ps\configuration.properties and
PS HOME\webserv\<weblogic domain>\applications\peoplesoft
\PORTAL\WEB-INF\weblogic.xml respectively for PT8.49.

For PT8.50, the path is

PIA HOME\webserv\<weblogic domain>\applications\peoplesof
t\PORTAL.war\WEB-INF\psftdocs\ps\configuration.properties
and

PIA HOME\webserv\<weblogic domain>\applications\peoplesof
t\PORTAL.war\WEB-INF\weblogic.xml respectively.

e Once the parameter is modified, save the file and restart the RPS server

CONFIGURING MULTIPLE WEBLOGIC INSTANCES

This section applies to all clustering architecture that uses WebLogic. In
addition, if you are configuring SimpleWebLogic Clustering or
Advanced WebLogic Clustering, you will also need to configure a proxy
server as described in the previous section. This section describes the
steps to configure multiple instances of webservers. First, follow PeopleSoft
Internet Architecture (PIA) installation instructions to configure and test
WebLogic on the webserver host. The instructions below assumes that
WebLogic is up and running on the host and on MicroSoft Windows OS, and
it can be started from the command line.

PIA1 is the first webserver instance name. The steps to follow are:
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PeopleTools 8.40 — 8.43

In the instructions below WL HOME is the directory where WebLogic is
installed.

1. Backup the WL HOME/config/peoplesoft/config.xml file

2. In a browser navigate to the console at
http://webhost1:5000/console

NOTE: The default login is - system/password
3. Select peoplesoft->Servers from the left frame
4. Select “pP17” from the left frame

5. Modify data to match the instance1 values. In our example :

a. From Configuration->General Tab
= Change Listen Portto 5010
» Change Listen Address to the IP address this
WebLogic instance should bind to
= Select Apply
b. Optional from Configuration->SSL Tab
= Change Portto 5011
=  Select Apply
c. From Logging->General Tab
» Change “File Name” to create a new log file for
instance1 to
WL HOME/config/peoplesoft/logs/PIAl weblo
giE.log B
=  Select Apply
d. From Logging->HTTP Tab
» Uncheck “WAP Enabled” required to workaround
WebLogic bug
= Change “Logfile Name” to create a new access log
instance1
WL HOME/config/peoplesoft/logs/PIAl acces
s.log
= Select Apply
e. Optionally from the Notes Tab
= Change Notes to something like:
“The PIAl server is the original instance
of the default PIA server for PeopleSoft
Internet Architecture”
6. On NT create a startup file
WL HOME\config\peoplesoft\startPIAl.cmd withthe
following:
@echo off
startPIA PIAL
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On UNIX create a startup file
WL HOME\config\peoplesoft\startPIAl.sh with the following:
#!/bin/sh
exec startPIA.sh PIAl
7. Edit WL HOME\config\peoplesoft\config.xml
a. Change all reference of “PIA” to “PIA1”
8. This prepares instance1. Continue with the following steps to create
additional instances

9. Restart the webserver with startPIAl.cmd (.sh) and in a browser
navigate to the console at http://webhost1:5000/console

NOTE: The default login is - system/password

10.Select peoplesoft->Servers from the left frame

11.Select the clone option from the right frame for the PIA row. (Clone is
the icon with stacked windows next to the trash can)

B’ Configure a new Server.

E,Custnmize this wiew. ..

Mame Listen Paort | State
Pl 5000 Running | @ &
Webl ogicAdmin | 5100 =

12.Modify the cloned data to match the instance2 values. In our example :
a. From Configuration->General Tab
» Change Name to PIA2
» Change Listen Port to 5010
= Select Apply
b. From Configuration->SSL Tab
= Change port to 5011
=  Select Apply
c. From Deployments->Web Applications Tab
= Select “Web App Component” as shown below
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Configuration bonitaring Logging Deployments SEVICES Motes

Weh Applications Startup/Shutdown

| Available | Chosen

o FORTAL
| FSIGW
? Web App Component: servinfo
certificate

E,Mmitnr all Active Wieb Applications. .

Apply |

= Select Apply
d. From Logging->General Tab
» Change “Logfile Name” to create a new access log
file for the cloned instance
WL HOME/config/peoplesoft/logs/PIA2 weblo
giE.log B
=  Select Apply
e. From Logging->HTTP Tab
» Change “File Name” to create a new log file for the
cloned instance
WL HOME/config/peoplesoft/logs/PIA2 acces
S.Iog B
= Select Apply
f. Optionally for the Notes Tab
= Change “Notes” to something like:
“The PIA2 server is the cloned instance
of the default PIA server for PeopleSoft
Internet Architecture.”
13.0n NT create a startup file
WL HOME\config\peoplesoft\startPIA2.cmd with the
following:
@echo off
startPIA PIA2
On UNIX create a startup file
WL HOME\config\peoplesoft\startPIA2.sh with the following:
~ #!/bin/sh
exec startPIA.sh PIAZ
NOTE: Webserver instances cannot be brought up all at once. They
must be started in sequence. Currently, this has to be implemented
by either bringing up the servers manually or by putting sufficient
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sleep time in the startup files so that only one instance comes up at
a time.

14.Edit WL__HOME\config\peoplesoft\config.xml
a. Stop the webserver first.

b. Change all reference like “Server-1024176849200" to
“PIA2”

c. Restart the webserver

15. This will configure “PIA2” instance of the webserver. To install
additional instances of the webserver, repeat steps 9 through 14,
remember to replace “PIA2” with the instance name of the instance
being created. Also remember to update the WebLogic proxy’s
configuration to add these instances along with their http/https ports.
For Generic Webserver Clustering step 16 through 19 may be skipped.

16.Next setup a WebLogic cluster. Select peoplesoft->Clusters
from the left frame

17.Select “Configure a new Cluster...” from the right frame
18. Specify the following information:
a. From Configuration->General Tab
= Optional - Change Name

» Set“Cluster Address” tothe VIP of the virtual
name of the cluster, i.e. portal.corp.com

= Select Create
b. From Configuration->Multicast Tab

=  Ensure the default multicast address is not used on
your network. If required change the value and select

Apply.
c. From Configuration->Servers Tab

= Select PIA1, PIA2 and all other instances of PIA that
need to be part of this cluster.
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Canfiguratiaon Manitaring

Available | Chosen
EF= Fla2

Weblogicad |9 ||PlAT
? Choose Servers for this Cluster: o

Apply |

= Select Apply
d. Optionally, from Configuration->Notes Tab
= Add notes
= Select Apply
19.Restart all webservers and proxy server if applicable.

20.Optional: If a separate DNS name is configured for the
proxy/loadbalancer or an SSL accelerator is used on those devices, it
will be necessary to setup pswebservername, defaultScheme and
defaultPort in those cases.

21.0ptional: To configure the webserver instance for PeopleSoft portal
follow instructions from “Configuring a PeopleSoft Portal” Red Paper.

After these steps are completed use
WL HOME\config\peoplesoft\startPIA?.cmd (.sh)to startthe N'th
Weblogic instance.

PeopleTools 8.44-8.48

When you install PIA and select the Multi-server domain option a domain
configuration gets generated hat contains among other settings, two
WebLogic instances named PIA1 and PIA2 in a WebLogic cluster to be used
as a starting point for a multi server configuration.

To start these servers, in addition to the required admin server, excute the
following commands from within your WebLogic domain directory.

startWebLogicAdmin
startManagedWeblLogic PIAl
startManagedWebLogic PIAZ2
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To define the same three servers as Windows services excute the following
commands from within your WebLogic domain directory. When a server
name is not supplied to the installNTservice script, the WebLogicAdmin
server is assumed.

installNTservice
installNTservice PIAl
installNTservice PIA2
In both of these situations the WebLogicAdmin server must be fully started

prior to starting PIA1, PIA2, or any managed server that is dependent on that
admin server.

To define additional managed servers, such as PIA3 and PIA4, perform the
following;

1. Backup the
PS HOME/webserv/<weblogic domain>/config.xml file

2. Start the WebLogicAdmin server by running the startWebLogicAdmin
script or starting the corresponding Windows service.

3. In a browser navigate to the console at
http://webserver:9999/console

NOTE: The default HTTP port for the WebLogicAdmin server is 9999
and the default login is - system/password unless it was changed
during the PIA install when this domain was created.

4. Select peoplesoft->Servers from the left frame

5. To create a new server click on the ‘Configure a new Server...’ link, or
clone an existing server click on that clone icon in the server list. The
clone icon appears as two cascading windows.

Hame Ligten Port | Listen Port Enabled State
PlA, a0 true UNKNOwN | & T
Plal a0 true UNKNOwN | & T
Plaz a0 true UMkNOw | 5 T
PSEMHUE 8001 true LINKNOWWH gjﬁ
PsOL BO01 true UnKNOWHN | & T
RPS 8080 true UnKNOwH | & T
WeblogicAdmin | 9999 true RLUMMING ﬁ

6. Once the servers are added, configure the newly added servers to be
part of the cluster (PeopleSoftCluster which comes with multiserver
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PIA installation) and make sure the servers are configured to run on
right listen address and listetn port.

7. You can start using the cluster, once you make sure that the servers in
the cluster are all started properly. For troubleshooting errors, check
the respective server logs.

Regardless of if you clone an existing server or create a new one, specify a
unique server name, and IP/port combination for it. If you try to add servers
from a different domain to the same cluster, make sure that you have server
names unique. You can not have PIA1 and PIA2 in domain1 and PIA1 and
PIA2 in domain2 and try to join all these servers in a cluster called
“‘peoplesoftCluster”. Instead you can have server names PIA3 and PIA4 in
domain2 and can join these two servers in the cluster. In addition, on the
‘Logging’ tab for your new server(s) adjust the log file names to reference
correct server name.The recommendation is to use PIA1 and PIA2 in cluster
and add more servers (like PIA3, PIA4.. PIAn) instead of adding server “PIA”
to the cluster.

PeopleTools 8.49 — 8.50

Starting from WebLogic 9.2 (including WebLogic Server 10.3.1), the
configuration files are located in a different directory structure from previous
releases of WebLogic versions.

In order to setup cluster, it is required to do a multiserver installation during
PIA install. To start the multiple servers, in addition to the required admin
server, excute the following commands from within your WebLogic domain’s
bin directory.

startWebLogicAdmin

startManagedWebLogic PIA1

startManagedWebLogic PIA2
To define the same three servers as Windows services excute the following
commands from within your WebLogic domain’s bin directory. When a server

name is not supplied to the installNTservice script, the WebLogicAdmin
server is assumed.

instalINTservice — This will install WebLogic Admin server as a windows service
installINTservice PIA1
instalINTservice PIA2

In both of these situations the WebLogicAdmin server must be fully started
prior to starting PIA1, PIA2, or any managed server that is dependent on that
admin server.

To define additional managed servers, such as PIA3 and PIA4, perform the
following;
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1. For PT8.49, Backup the
PS _HOME/webserv/<weblogic domain>/config/config.xml file

For PT8.50, Backup the
PIA HOME/webserv/<weblogic _domain>/config/config.xml file

2. Start the WebLogicAdmin server by running the startWebLogicAdmin script
or starting the corresponding Windows service.

3. In a browser navigate to the console at http://webserver:9999/console

4. NOTE: The default HTTP port for the WebLogicAdmin server is 9999 and the
default login is - system/password unless it was changed during the PIA install
when this domain was created.

5. Select peoplesoft, Servers from the right side table

6. To create a new server click on the ‘Add’ button which is available on
the top server list table(shown below). Add as many number of servers
as per your requirement.

You may also select PIA1 or PIA2, then click on “Clone” button to add
additional servers.

Servers
WS Clane Delete Showing 1 - 7 of 7 Previous | Next
[T | Name Cluster rMachine State Health |Listen Port
[ |PI& SHUTDOW M 10040
I |Plal peoplesofiCluster SHUTDOWM 10000
I peoplesoftCluster SHUTDOWM 10000
[T |PSEMHUR SHUITDOM 2021
[ |PsoL SHUTDOW M G001
[T |RPS SHUTDOW M 2020
™ |'weblogicadmindadmin FUMMIMNG (]4 9999
New Clane Delete Showing 1 - 7 of 7 Previous | Mext

7. Once the servers are created, configure them to use the right Listen
Address and Port number as you specified in the web.xml and save
the configuration.
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Create a New Server

Back | Mexk ||| Finish ||| Cancel |

Server Properties

The following properties will be used to identify your new server,
* Indicates required fields

What would vou like to name your new server?

*Server Name: Fla3

Where will this server listen for incoming connections?

Server Listen
Address: [127.00.1 |

Server Listen Port: |5555 |

Should this server belong o a cluster?
C Mo, this is a stand-alone server.

« Yes, make this server a member of an existing cluster.

Select a cluster: penplesnﬁCIusterj

. Yes, create a new cluster for this server.

8. Go to Environment, clusters and select PeopleSoftCluster and go to
“servers”. Make sure all the servers are part of the cluster.
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Settings for peoplesoftCluster

Configuration | Monitoring  Control Deployments Services  Motes

General | Multicast  Servers | Replication | Migration | Singleton Services | Scheduling

Overload | Health Monitc

This page lists the servers that are assigned to this cluster. You can use this page to add or remove servers from a cluster,

B Customize this table
Servers

Click the fock & £4it button in the Change Cenfer to activate all the buttons on this page.

add Remove

Showing 1 - 3 of 3 Pre

[ [Mame

[ |PIal

[ [Plaz

[ |PI&3

9. You can start using the cluster, once you make sure that the servers in
the cluster are all started properly. For troubleshooting errors, check
the respective server logs.

Regardless of if you clone an existing server or create a new one, specify a
unique server name, and IP/port combination for it. If you try to add servers
from a different domain to the same cluster, make sure that you have server
names unique. You can not have PIA1 and PIA2 in domain1 and PIA1 and
PIA2 in domain2 and try to join all these servers in a cluster called
“‘peoplesoftCluster”. Instead you can have server names PIA3 and PIA4 in
domain2 and can join these two servers in the cluster. In addition, on the
‘Logging’ tab for your new server(s) adjust the log file names to reference
correct server name.The recommendation is to use PIA1 and PIA2 in cluster
and add more servers (like PIA3, PIA4.. PIAn) instead of adding server “PIA”
to the cluster.

How to view Reports in a clustered environment:

When you setup report distribution and nodes, make sure that all the
instances of cluster point to a single shared drive and make sure that each
server has access to it. Basically you have to make sure to post all the
reports to a shared drive location. This way the user will be able to view the
reports from any instance of cluster.
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CONFIGURING A WEBSPHERE HTTP (PROXY) SERVER FOR
PEOPLETOOLS 8.40-8.43

This section applies to the Simple WebSphere Clustering and Advanced
WebSphere architecture. This section describes the steps to configure a
WebSphere HTTP (proxy) server for clustering.

Installing the WebSphere Plugin

1. Install a supported HTTP server. This example will use the IBM HTTP
Server V 1.3.19.

2. Stop IHS.
=  Windows

o Go to the Services panel and stop the "IBM HTTP Server"
and "IBM HTTP Administration" services.

= Unix
o Go to the directory where IHS is installed.
= Solaris - /opt/IBMHTTPD
= AIX- /usr/HTTPServer

o Change to the bin directory
o Execute apachectl stop. This will stop the IHS processes.
Begin the installation of WebSphere.

Choose custom installation.

Select only the Web Server Plugins option.

Select the IBM HTTP Server as the type of plugin to install.
Finish the installation of WebSphere.

© N o 0 & W

To check that the plugin has been installed, follow the instructions
below:

= Open the httpd. conf file located in $IHS ROOT/conf in a text
editor.

= Scroll to the bottom of the file. There should be several lines
relating to WebSphere similar to those below (Windows example
shown)
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LoadModule ibm app server http module
C:/WebSphere/AppServer/bin/mod ibm app server h
ttp.dll

Alias /IBMWebAS/ "C:/WebSphere/AppServer/web/"
Alias /WSsamples
"C:/WebSphere/AppServer/WSsamples/"
WebSpherePluginConfig
C:\WebSphere\AppServer\config\plugin-cfg.xml

Configuring plugin-cfg.xml for Clustering

Assigning Server IDs and Generating Clone IDs

WebSphere Single Server uses the server's ID and the clone ID to associate
requests with the appropriate
WebSphere instance.

1.

2.

Open /WebSphere/AppServer/config/server-cfg.xml for a
WebSphere instance.

Search for the servers tag (ex. <servers
xmi:type="applicationserver:ApplicationServer" ....>)

Within the servers tag look for the value id="-1".

Change the value in the quotes to a number , for example 748921.
Each WebSphere instance in a cluster must have a unique server
ID. The characters in the quotes must be digits or WebSphere will
not start.

<servers xmi:type="applicationserver:ApplicationServer"
xmi:id="ApplicationServer_1" desiredExecutionState="START"
name="Default Server" id="748921"
moduleVisibility="APPLICATION">

Save and close server-cfg.xml.

Repeat these steps for each server-cfg.xml in the WebSphere
cluster. Each WebSphere instance in a cluster must have a unique
server ID. Keep track of which WebSphere instance's server ID
matches with its hostname and port.

Code to build the tool to generate clonelD

Build the following java class which is the ID Generator tool:

public class IDGenerator {

public static void main(String[] args) throws

java.io.IOException{

System.out.println("Please enter the server

ID to be
translated(the server ID must consist of only numerical
digits):");

long value = 0;
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int ch;
while ((ch = System.in.read()) != '"\n'")
if (ch >= '0'" && ch <= '9") {
value *= 10;
value += ch - '0';

}

System.out.println("The CloneID for " +

value + " in
plugin-cfg.xml is " + Long.toString(value,32));

}

}

How to use the tool to generate clonelD

The server IDs need to be translated into ClonelDs that will be specified in
plugin-cfg.xml. A tool can be used to generate ClonelD from serverlD.

1.

© N

Build the java class shown above or download the IDGenerator.class
file from Customer Connection located at
ftp://ftp.peoplesoft.com/outgoing/PTools/websphere/403/ClonelDGene
rator/IDGenerator.class.

To run Clone IDGenerator, go to the directory where you have
downloaded or built IDGenerator.class for example
c:\temp\IDGenerator.class.

From command prompt run the IDGenerator as shown.
c:\temp>{WAS_HOME}\java\bin\java IDGenerator ( Windows )
lopt/temp>{WAS_HOME}/java/bin/java IDGenerator ( UNIX)

The program will prompt to enter a server ID.

Please enter the server ID set in the server-cfg.xml file.

Type in a server ID. For example, 748921. Only one ClonelD can be
generated at a time. Run the IDGenerator program once for each
server ID.

The program will output the ClonelD to be used in plugin-cfg.xml.
The ClonelD for 748921 is mrbp

The ClonelD mrbp will be used in the plugin-cfg.xml file in the next
section.

Configuring plugin-cfg.xml for Clustering

1. The plugin-cfg.xml plugin configuration file (on NT
C:\WebSphere\AppServer\config\plugincfg.xml ) needs to be
configured to communicate with multiple instances of WebSphere.
A standalone HTTP (proxy) server will have the default plugin-
cfg.xml plugin configuration file and is not appropriate for
PeopleSoft applications. Copy over the plugin-cfg.xml plugin
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configuration file from one of the WASHosts to this HTTP (proxy)
host.

2. To allow the plugin to communicate correctly, a server group needs
to be configured with references to the instances. Each instance
needs a unique ClonelD. Here is the definition of the ClonelD from
the IBM WebSphere V4.0 Advanced Edition Scalability redpiece.

ClonelD - Used in conjunction with Session Affinity. When this
attribute is set the plug-in will check the incoming cookie header or
URL for JSESSIONID. If the JSESSIONID is found then the plug-in
will look for a ClonelD or ClonelDs. If ClonelDs are found and a
match is made to this attribute then the request will be sent to this
server rather than being load balanced across the server group.
Default Value: none

Expected Values: A character string

3. Each WebSphere instance in the cluster must be added to the
ServerGroup tag. The Server tag can be copied and edited for
each WebSphere instance. The host name for each server must
be specified as the machine name or IP address where the
WebSphere instance(s) is running. The default hostname will be
localhost. Replace localhost with the hostname of the WebSphere
server and create new Server tags as necessary.
<Server Name="Default Server">

<Transport Hostname="WASHost1" Port="9080"
Protocol="http"/>
</Server>
<Server Name="Default Server">

<Transport Hosthame="WASHost2" Port="9080"
Protocol="http"/>
</Server>

4. Add the ClonelD for each server. Make sure the ClonelD matches
with the hostname and port of the ServerlD used to generate the
ClonelD.
<Server ClonelD="mrbp" Name="Default Server">

<Transport Hostname="WASHost1" Port="9080"
Protocol="http"/>
</Server>
<Server ClonelD="213a" Name="Default Server">
<Transport Hostname="WASHost2" Port="9080"
Protocol="http"/>
</Server>

Below is a sample plugin-cfg.xml file. The changes are in bold. (Hint:
the <Server> tag can be copied and pasted from the first entry, and the
ClonelD, hostname and port changes can be altered.)
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<?xml version="1.0"7?>
<Config>
<Log LogLevel="Error"
Name="C:\WebSphere\AppServerSingle/logs\native.log"/
>
<ServerGroup Name="Single Server Group">
<Server ClonelID="mrbp" Name="Default
Server">
<Transport Hostname="WASHostl"
Port="9080" Protocol="http"/>
</Server>
<Server CloneID="mrbq" Name="Default Server">
<Transport Hostname="WASHostl" Port="9081"
Protocol="http"/>
</Server>
<Server CloneID="mrbr" Name="Default
Server">
<Transport Hostname="WASHost2" Port="9080"
Protocol="http"/>
</Server>
<Server CloneID="mrbs" Name="Default
Server">
<Transport Hostname="WASHost2" Port="9081"
Protocol="http"/>
</Server>
</ServerGroup>
<VirtualHostGroup Name="default host">
<VirtualHost Name="*:80"/>
<VirtualHost Name="*:443"/>
</VirtualHostGroup>
<VirtualHostGroup Name="admin host">
<VirtualHost Name="*:9090"/>
</VirtualHostGroup>
<UriGroup Name="default host URIs">
<Uri Name="/servlet/*"/>
<Uri Name="/psc/*"/>
<Uri Name="/psp/*"/>
<Uri Name="/cs/*"/>
<Uri Name="/xmllink/*"/>
<Uri Name="/psreports/*"/>
<Uri Name="/SchedulerTransfer/*"/>
<Uri Name="/SyncServer/*"/>
<Uri Name="/PSIGW"/>
<Uri Name="/PSINTERLINKS"/>
<Uri Name="/ps/*"/>
<Uri Name="/psftmodified/*"/>
<Uri Name="/webapp/examples"/>
<Uri Name="*.jsp"/>
<Uri Name="/ErrorReporter"/>
<Uri Name="/j security check"/>
<Uri Name="/tradetheme"/>
<Uri Name="/theme"/>
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<Uri Name="/WebSphereSamples/*"/>
</UriGroup>
<Route ServerGroup="Single Server Group"
UriGroup="default host URIs"
VirtualHostGroup="default host"/>
<UriGroup Name="admin host URIs">
<Uri Name="/admin/*"/>
</UriGroup>
<Route ServerGroup="Single Server Group"
UriGroup="admin host URIs"
VirtualHostGroup="admin host"/>

</Config>

CONFIGURING MULTIPLE INSTANCES OF WEBSPHERE SINGLE
SERVER FOR PEOPLETOOLS 8.40-8.43

This section applies to all Webserver Clustering architecture that
uses WebSphere. Additionally, if you are configuring a
SimpleWebSphere Cluster or an Advanced WebSphere cluster then
you will also need to configure an HTTP (proxy) server as described
in the previous section. First, follow PeopleSoft Internet Architecture
(PIA) installation instructions to configure and test WebSphere on the
webserver host. The instructions below assumes that WebSphere is up
and running on the host.

1. Copy SWAS ROOT/config/server-cfg.xml to server-
cfg2.xml. In the table below, Instance 1 will relate to the original
server-cfqg.xml, and Instance 2 will relate to server-cfg2.xml

2. Open server-cfg2.xml in a text editor.

3. The following entries need to be changed.

Port Use Instanc | Instanc XML tag
e1 e2
OLT 2102 2103 <objectLevelTraceSettings

xmi:id="ObjectLevelTrace_1" enable="false"
hostname="localhost" port="2702"
debug="false" sourcePath=""/>

LSD 9000 9001 <locationServiceDaemon
xmi:id="LocationServiceDaemon_1"
hostname="localhost" port="9000"
mode="NONE"/>

Administrativ. | 7000 7001 <traceService
e Debugging xmi:id="TraceServiceConfig_1"
enable="true"
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traceSpecification="*=all=disabled"
traceOutputFilename="stdout"
diagThreadPort="7000"/>

Bootstrap 900 901 <orbSettings xmi:id="ORBConfig_1"
enable="true" bootstrapHost="localhost"
bootstrapPort="900">

HTTP 9080 9081 <transports

Transport xmi:type="applicationserver:HTTPTransport

Port " xmi:id="HttpTransport_1" hostname="*"
port="9080">
</transports>

HTTPS 9443 9444 <transports

Transport xmi:type="applicationserver:HTTPTransport

Port " xmi:id="HttpTransport_2" hosthame="*"
port="9443" sslEnabled="true">
</transports>

Administrativ | 9090 9091 <transports

e Console xmi:type="applicationserver:HTTPTransport

" xmi:id="HttpTransport_3" hostname="""
port="9090" external="false">
</transports>

Note: These ports must be available on the machine. Please use
netstat or a similar tool to check for port availability. These port values
can be changed to any open port. If WebSphere will run as a non-root
user on a UNIX system, the bootstrap port must be > 1024.

8. Change the virtual host entry for the http/https transports. Look for
these tags and change the highlighted values to 9081 and 9444.
<virtualHosts xmi:id="VirtualHost_1" name="default_host">
<aliases xmi:id="HostAlias_1" hostname="*" port="9080"/>
<aliases xmi:id="HostAlias_2" hostname="*" port="9443"/>

4. Change directory and file names

File or Instance 1 Instance 2 XML tag
Directory
Name

Passivation ${WAS_ ROOT}/te | ${WAS_ROOT}/tem | <ejbContainer

Directory mp p2 xmi:id="EJBContainer_1"
passivationDirectory="${WAS_R
OOT}/temp"
inactivePoolCleanuplnterval="30
000"

installedEJBModules="EJBModu
leRef 2 EJBModuleRef 1
EJBModuleRef 3
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EJBModuleRef 4
EJBModuleRef 5
EJBModuleRef 6
EJBModuleRef 7
EJBModuleRef 8
EJBModuleRef 9
EJBModuleRef 10
EJBModuleRef_11
EJBModuleRef 12"
defaultDatasource="DataSource

_1 II>

LOG_ROOT

${WAS_ROOT}/lo
gs

${WAS_ROOT}/log
s2

<entries
xmi:id="PathMapEntry_ 2"
symbolicName="LOG_ROOT"
path="${WAS_ROOT}/logs"
description="The filesystem path
to the directory which will contain
server log files."/>

TRANLOG R
00T

${WAS_ROOT}/tra
nlog

${WAS_ROOT}/tran
log2

<entries
xmi:id="PathMapEntry_3"
symbolicName="TRANLOG_RO
oT"
path="${WAS_ROOT}/tranlog"
description="The filesystem path
to the directory which will
transaction log files."/>

These settings assume that:

o The same key rings are being used for security on each server.
If not, replace the key file and the trust file references with the
appropriate files.

« The same installed application directory is shared between the

instances.

« The instances are using the same security settings.

10.The directories created in the previous table must be manually
created. Change to $WAS_ROOT and create the directories (temp2,

logs2, tranlog?2).

11.Each instance may be started using a modified start script. Change to
the $WAS_ROOT/bin directory.
Execute startServer.bat to start the first instance.
Execute startServer.bat -configFile $WAS_ROOT/config/server-

cfg2.xml to start the second instance.
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12.Each instance must be stopped with a modified stop script. Change to
$WAS_ROOT/bin.
Execute stopServer.bat to stop the first instance.
Execute stopServer.bat -configFile $WAS_ROOT/config/server-
cfg2.xml to stop the second instance.

13.The above steps walk through configuring two WebSphere instances
on a single machine. Use this process to create more than two
instances by simply incrementing the port numbers by one. Please
use netstat or a similar tool to avoid using ports in use by other
processes.

The limit on the number of instances is the amount of system
resources available. JVMs should be able to keep memory in system
memory instead of using swap space. Creating more than 10
instances will require changing the port numbering convention
because the HTTP transport and the Administrative console will
overlap at that point. Any open ports may be used.

10.Optional: If a separate DNS name is configured for the
proxy/loadbalancer or an SSL accelerator is used on those devices, it
will be necessary to setup pswebservername, defaultScheme and
defaultPort in those cases.

Optional: To configure the webserver instance for PeopleSoft portal follow

instructions from “ Configuring a PeopleSoft Portal” Red Paper.

CONFIGURING A WEBSPHERE HTTP (PROXY) SERVER WITH
PEOPLETOOLS 8.44-8.48

The installation of the WebSphere plugin into the HTTP Servers is
documented in the WebSphere Installation Guide. The WebSphere plugin
uses a configuration file (plugin-cfg.xml) to route requests to WebSphere
JVMs. This file needs to be updated whenever the PeopleSoft Internet
Architecture (PIA) is installed or uninstalled. The updated file should then be
copied to the HTTP Server machine to route requests appropriately. The
steps for each HTTP server are below.

IBM Http Server (IHS) Plugin

If you are using IHS as the remote Http server, follow the instructions in the
WebSphere Installation Guide to install the WebSphere plugin into IHS.
Refer to the “Working with WebSphere” section of the “PeopleTools: Server
Tools” PeopleBook for more information on configuring the plugin. Once
installation is complete and has been tested with a WebSphere instance,
follow these steps to allow clustering with IHS and WebSphere.

Copyright © 2009 Oracle, Inc. All rights reserved. 78



10/12/2009 Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

Configuring IHS with plugin-cfg.xml

1. IfIHS is on a separate machine than WebSphere, the plugin-cfg.xml file will
need to be copied to the machine. If [HS is on the same machine, the plugin
will only need to be regenerated (execute this step only). In a browser from the
IHS machine, go to the WebSphere Admin Console
(http://<hostname>:9090/admin by default):

a. Select Environment->Update Web Server Plugin.
b. Click “OK”.

2. To copy the plugin-cfg.xml file to the IHS machine, right click on
“View or download the current web server plugin configuration file”
and “Save Target As...”. Save the file to a temporary directory on
the IHS machine.

3. To find the location of the plugin-cfg.xml file, open
IBM_HTTP_ Server HOME/conf/httpd.conf. Search for “plugin-cfg.xml”
to find its location on the IHS machine.

4. Copy the plugin-cfg.xml file in the temporary directory to the location in
step 3.

SunOne (formerly iPlanet) Plugin

If you are using SunOne as the remote Http server, follow the instructions in
the WebSphere Installation Guide to install the WebSphere plugin into
SunOne. Refer to the “Working with WebSphere” section of the
“PeopleTools: Server Tools” PeopleBook for more information on configuring
the plugin. Once installation is complete and has been tested with a
WebSphere instance, follow these steps to allow clustering with SunOne and
WebSphere.

Configuring SunOne with plugin-cfg.xml

1. If SunOne is on a separate machine than WebSphere, the plugin-cfg.xml file
will need to be copied to the machine. If SunOne is on the same machine, the
plugin will only need to be regenerated (execute this step only). In a browser
from the SunOne machine, go to the WebSphere Admin Console
(http://<hostname>:9090/admin by default).

a. Select Environment->Update Web Server Plugin.
b. Click “OK”.

2. To copy the plugin-cfg.xml file to the SunOne machine, right click on
“View or download the current web server plugin configuration file” and
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“Save Target As...”. Save the file to a temporary directory on the
SunOne machine.

= To find the location of the plugin-cfg.xml file, open
Sun ONE_ HOME/servers/https-<machine>.domain>/config/magnus.conf
,search for plugin-cfg.xml file in it to find out the location of plugin-cfg.xml
file on the SunOne machine.

= Copy the plugin-cfg.xml in the temporary directory to the location in step 3.

Microsoft Internet Information Server (1I1S) Plugin

If you are using IIS as the remote Http server, follow the instructions in the
WebSphere Installation Guide to install the WebSphere plugin into 1IS. Refer
to the “Working with WebSphere” section of the “PeopleTools: Server Tools”
PeopleBook for more information on configuring the plugin. Once installation
is complete and has been tested with a WebSphere instance, follow these
steps to allow clustering with [IS and WebSphere.

Configuring IIS with plugin-cfg.xml

1. If1IS is on a separate machine than WebSphere, the plugin-cfg.xml file will
need to be copied to the machine. IfIIS is on the same machine, the plugin
will only need to be regenerated (execute this step only). In a browser from
the SunOne machine, go to the WebSphere Admin Console
(http://<hostname>:9090/admin by default).

a. Select Environment->Update Web Server Plugin.
b. Click “OK”.

2. To copy the plugin-cfg.xml file to the 1IS machine, right click on “View
or download the current web server plugin configuration file” and “Save
Target As...”. Save the file to a temporary directory on the 1IS
machine.

3. To find the location of the plugin-cfg.xml file, Open the Windows registry,
expand HKEY LOCAL MACHINE > SOFTWARE > IBM > WebSphere
Application Server > 5.0.0.0.Plugin Config. The key points to the plugin-
cfg.xml file on the RPS machine

4. Copy the plugin-cfg.xml in the temporary directory to the location in step 3

CONFIGURING A WEBSPHERE HTTP (PROXY) SERVER WITH

PEOPLETOOLS 8.49

The installation of the WebSphere plugin into the HTTP Servers is
documented in the WebSphere installation instructions section of the PT 8.49
install guide.
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IBM Http Server (IHS) Plugin

If you are using IHS as the remote Http server, follow the instructions in the
WebSphere 6.1.0.3 Installation Guide to install the WebSphere plugin into
IHS. Refer to the “Working with WebSphere” section of the “PeopleTools:
Server Administration guide” PeopleBooks for more information on
configuring the plugin. Once installation is complete and has been tested
with a WebSphere instance, follow these steps to allow clustering with IHS
and WebSphere. The following steps assume that you configured the plugin
to use with IHS.

Configuring IHS with plugin-cfg.xml

1. IfIHS is installed on a separate machine than WebSphere, the plugin-cfg.xml
file will need to be copied to the machine. If IHS is on the same machine, the
plugin will only need to be regenerated (execute this step only).

e Copy IHS HOME\Plugins\bin\configurewebserver1.bat to
WAS HOME\bin

e change directory to WAS HOME\bin
e Run configurewebserverl.bat or .sh

e This will create a plugin-cfg.xml under
IHS HOME\Plugins\config\webserverl

2. If IHS is running on a separate machine than WebSphere, copy the
plugin-cfg.xml to IHS machine.

3. To find the location of the plugin-cfg.xml file, open
IBM_HTTP_Server_ HOME/conf/httpd.conf. Search for “plugin-
cfg.xml” to find its location on the IHS machine

4. Copy the plugin-cfg.xml in the temporary directory to the location in step 3

Configuring IIS and Sun One

If you are using IIS or SunONE as the remote HTTP Serve, follow the steps
mentioned in the IBM’s Info Center to configure the plug-ins

http://publib.boulder.ibm.com/infocenter/wasinfo/v6ri/index.jsp?topic=/com.ib
m.websphere.wsfep.multiplatform.doc/info/ae/ae/tins manualWebllS.html

http://publib.boulder.ibm.com/infocenter/wasinfo/vbr1/index.jsp?topic=/com.ib
m.websphere.express.doc/info/exp/ae/tins manualWebIPL.html

Once the plug-in is configured, you need to generate the plugin-cfg.xml file using and
copy this file to an appropriate location based on the IIS or SunOne install.

You can find the location of the existing plugin-cfg.xml on the proxy machine as
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follows:
= On an IBM Http Server machine —

= OpenIBM_HTTP_ Server HOME\conf\httpd.conf, and search for “plugin-
cfg.xml” in it to discover the location of the plugin-cfg.xml file on the
proxy machine.

* On a Sun ONE (iPlanet) Web Server machine —

=  Open Sun ONE HOME\servers\https-
machine.domain\config\magnus.conf, and search for “plugin-cfg.xml” in it
to discover the location of the plugin-cfg.xml file on the proxy machine.

= On a Microsoft IIS machine —

= Open the Windows registry, expand HKEY LOCAL MACHINE >
SOFTWARE > IBM > WebSphere Application Server > 5.0.0.0.Plugin
Config. The key points to the plugin-cfg.xml file on the proxy machine

CONFIGURING A WEBSPHERE CLUSTER WITH PEOPLETOOLS
8.44-8.48

WebSphere Terms

WebSphere includes two product components with PeopleTools 8.44 instead
of the single component included in previous PeopleTools releases.

Products

e |IBM WebSphere Application Server V5.1 Base — a J2EE V1.3 compliant
java application server. Provides a java virtual machine (JVM) for the PIA
to run within. Installs application servers and node agent.

e |IBM WebSphere Application Server Network Deployment (ND) V5.1 —
provides central administration of multiple WebSphere Application Server
Base processes on one or more machines. Installs deployment manager.

WebSphere has different components that provide different functions.
Application Server — provides a java runtime environment for the PIA.
Node — consists of a set of application servers running on a single machine.

Node Agent — process that runs on a node to manage the machine’s
application servers.

Cell — a grouping of nodes into a single administrative domain.
Deployment Manager (Cell Manager) — a java process that controls and

communicates with all node agents within a cell.
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Cluster — represents a group of cooperating application servers to create
workload managed environment. Each application server runs the same
enterprise application (PIA).

Cluster Member — an application server that is part of a cluster.
Components

WebSphere ND uses the Deployment Manager to manage one or more
WebSphere application server nodes. Each node can have one or more
WebSphere application servers. There are two nodes and two application
servers on each node in this diagram.

Outside world Demilitarized Zone (DMZ) Internal network
[ Application |
plication
server node |

b
J

application
server 1 p——e,
"1 h"“l..__‘ FeopleSott
P ] | A Application
application]_ 3= |Server
server 2 | | A—
L ’,

HHH"{ Deployment

Manager
] A e

DM Machine

HTTF!

HTTPS

Diomain Firewall

Protocol Firewall

—

Figure 1 — WebSphere ND components
Runtime Architecture

WebSphere components can be installed and configured on multiple
machines. Figure 2 shows a sample three-tier architecture, with the HTTP
server, WebSphere Application Server and the Deployment Manager running
on separate machines.
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Outside world | DMZ Internal network

server node
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Weh seryer 2
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' 1‘\..\\\\“1 iy

\ appllf.atlnn k

Protocol Firewall

// \\

server 3
application I:'*
| server 4

4( Domain Firewall
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Application

server node

Figure 2 — Sample 3-machine architecture
Federating a Node

Each WebSphere Base node can be federated to WebSphere ND i.e to a cell
using WebSphere Base’s addNode command.

Assumptions

This file describes the steps necessary to install the PIA on one or more
servers, which will be clustered together.

<WAS_HOME?> is the directory where WebSphere is installed. The defaults

are:

Operating System Default install directory

AIX Base: /usr/WebSphere51/AppServer
ND: /usr/WebSphere51/DeployMgr

HP-UX Base: /opt/WebSphere51/AppServer
ND: /opt/WebSphere51/DeployMgr
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Linux Base: /opt/WebSphere51/AppServer
ND: /opt/WebSphere51/DeployMgr

Solaris Base: /opt/WebSphere51/AppServer
ND: /opt/WebSphere51/DeployMgr

Windows Base: C:\\WebSphere51\AppServer
ND: C:\WebSphere51\DeployMgr

WebSphere Clustering Process Overview

The PIA deploys only to a WebSphere Base instance. To create a
WebSphere cluster, the PIA must first be deployed to a WebSphere Base
instance and then customized (adding additional PeopleSoft sites, html
customizations, etc.). The PIA deployed to the WebSphere Base instance
will then be exported as an ear file. The ear file can then be deployed to a
WebSphere ND cluster. It is strongly recommended that the initial
WebSphere Base instance be used as a staging server to update with
patches and customizations to the PIA. Updates can be exported as an
ear file to be deployed to the cluster.

NOTE: The staging server should be on the same operating system as
the production environment. The hard coded directory links in the PIA
require that the PIA ear be installed to the same directory in each
environment.

There are some extra steps required to deploy the PIA to a WebSphere
cluster. Here is a high level overview of the clustering process. The step-by-
step process follows in the next section.

-

. Install WebSphere Base & ND software.

Install the PIA into a single WebSphere Base instance.
Create a single PeopleSoft ear file from the installed PIA.
Add nodes to the cell.

Create a cluster.

Create cluster members.

Deploy the PeopleSoft ear file to the cluster.

© N o 0 k0 N

Make any necessary changes to the virtual hosts and the plugin-
cfg.xml.
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9. Start the cluster.

Configuring a WebSphere Cluster

1. Install WebSphere Deployment Manager on the DeploymentManager
machine. Use the instructions provided in the PeopleTools Installation
Documents.

2. Install WebSphere Base on other servers (WebSphere1,
WebSphere2.. WebSphereN). Use the instructions provided in the
PeopleTools Installation Documents.

3. Ifusing an HTTP Server, install a supported HTTP Server on
HTTPServer machine. Use the instructions provided in the
PeopleTools Installation Documents.

4. On WebSphere1, install the PIA, record settings, and create the Ear
file.

a. Install PIA using the instructions in the PeopleTools Installation
Documentation

b. Record PS_HOME, AuthTokenDomain, application name and
psreports path. This information is very important and should
be saved for future reference. Note: The value for PS_HOME
will be used by all machines in the cluster, so make sure
the path is valid for each machine.

c. Create any additional PeopleSoft sites.
d. Perform any required customizations.
e. Test to ensure setup works.

f. Execute WebSphere’'s EARExpander from WAS_HOME/bin to
create an EAR file with the customizations. The operationDir
value should be
/PS_HOME/webserv/<cell hame> <node name>_<servernam
e>/<application name>.

Windows

C:\<WAS HOME>\bin\EARExpander.bat -ear

C:\PS _HOME\PeopleSoft.ear -operationDir

C:\PS HOME\webserv\dbarona30node dbarona30Onode
serverl\peoplesoft.ear -operation collapse

Unix

/[<WAS HOME>/bin/EAREXxpander.sh —ear
/PS_HOME/PeopleSoft.ear —operationDir
/PS_HOME/webserv/DeployedPeopleSoft.ear —operation
collapse
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5. Be sure the DeploymentManager is started.

Windows
C:\WebSphere\DeploymentManager\bin\startManager.bat

Unix
/WebSphere/DeploymentManager/bin/startManager.sh

6. On WebSphere1 to WebSphereN

a. Before federating the node, check that the date and times for the
machines are within 5 minutes of each other. If the machines do
not have similar times, an error message will appear and the node
will not be added.

b. The Deployment Manager machine and the Node Agent machine
must be able to resolve the hostnames of each other. To test, use
the hostname with the ping command.

c. Add the node to the server configuration using the command:
Windows

C:\WebSphere51\AppServer\bin\addNode.bat
<DeploymentManager> <8879>

Unix
[WebSphere51/AppServer/bin/addNode. sh
<DeploymentManager> <8879>

where <DeploymentManager> is the DeploymentManager
hostname and <8879> is the SOAP connector port. This will
stop any servers currently running on the node. Note the
command does noft use the —includeapps parameter.

1. The Soap Connector Port is listed in the serverindex.xml
file, which is located at:
Windows
C:\WebSphere51\DeploymentManager\config\cells\<Net
work>\nodes\<NodeManager>\serverindex.html
Unix
/WebSphere51/DeploymentManager/config/cells/<Netwo
rk>/nodes/<NodesManager>/serverindex.html

2. Open serverindex.html and look for the Soap tag:

<specialEndpoints xmi:id="NamedEndPoint_4"
endPointName="SOAP_CONNECTOR_ADDRESS">

<endPoint port="8879" host="dbarona30" xmi:id="EndPoint_4"/>

</specialEndpoints>
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3. In the above example, the Soap port is 8879

d. The NodeManager will be started as part of the addnode
command. [f not, start the NodeManager using:
Windows
C:\WebSphere51\AppServer\bin\startNode.bat
Unix
[WebSphere51/AppServer/bin/startNode. sh

7. Open a browser and access the WebSphere Administrative Console
pointing to the DeploymentManager machine e.g.
http://<DeploymentManager>:9090/admin.

a. Create an Application Server that will be used as a template.
i. Select Servers -> Application Servers.
ii. Click New.
iii. Enter PIAServer as the server name.
iv. Select the option "Existing Application Server" template
v. Click Next.
vi. Click Finish.
vii. Save the changes.

b. Select Servers -> Application Servers -> PIAServer to make
configuration changes.

viii. Add a shared library
1. Go to Environment->Shared Libraries.

2. Select the Server level scope and select the
server where you want to define a shared library.

3. Click New button.
4. Enter a name (peoplesoft) for the library.

5. Enter classpath as given below (this example is
shown where PIA is deployed under e:\pt848).
Make sure you enter these paths one after
another.

a. E:\pt848\webserv\LAGOURAB-
PC_LAGOURAB-
PC_server1\peoplesoft.ear\lib\pluto-
1.0.1.jar;
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b. E:\pt848\webserv\LAGOURAB-
PC_LAGOURAB-
PC_server1\peoplesoft.ear\lib\portlet-api-
1.0 jar;

c. E:\pt848\webserv\LAGOURAB-
PC_LAGOURAB-
PC_server1\peoplesoft.ear\lib\saaj.jar;

d. E:\pt848\webserv\LAGOURAB-
PC_LAGOURAB-
PC_server1\peoplesoft.ear\lib\xalan.jar;

e. E:\pt848\webserv\LAGOURAB-
PC_LAGOURAB-
PC_server1\peoplesoft.ear\PSIGW\WEB-
INF\lib\mail.jar;

f. E:\pt848\webserv\LAGOURAB-
PC_LAGOURAB-
PC_server1\peoplesoft.ear\PSIGW\WEB-
INF\lib\activation.jar;

click ok and save.
Now go to Application Servers->Select PIAServer.
Click on Classloader.

and you will see a list of classloader and select the
available one.

10.Click on Libraries from Additional Properties.

11.Click Add button and you will see the library

"peoplesoft" in the drop down list.

12.Click Apply button and Save.

ix. Change JVM settings to the cluster members.

1.

2
3
4.
5
6

Select Servers -> Application Servers.

. Select PIAServer.

. Select Process Definition.

Select Java Virtual Machine.

. Add the required jar files to the Boot Classpath.
. Add these values to the Boot Classpath.

PS HOME/webserv/<WebSphereNodeDirecto
ry>/peoplesoft.ear/PSIGW/WEB-
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INF/lib/activation.jar;PS HOME/webser
v/<cell name> <node name> <appllcatlo
n server>/peoplesoft.ear/PSIGW/WEB-
INF/lib/mail.jar;

For Example:

C:/PS HOME/webserv/RSHANKA2040303Node
RSHANKA2040303Node _serverl/peoplesof
t.ear/PSIGW/WEB-
INF/lib/activation.jar;C:/PS HOME/web
serv/RSHANKA2040303Node RSHANKA204030
3Node serverl/peoplesoft.ear/PSIGW/WE
B-INF/lib/mail.jar;

7. Click Apply.

x. Create custom properties under Java Virtual Machine. It is a good
practice check the base install and verify you have all these custom
properties defined under server1’s Java Virtual Machine.

1. Scroll to the bottom of the page and select
Custom Propetrties.

2. Click New.

3. For the name, enter:
com.ibm.websphere.cookies.no.header

4. For the value, enter: true
5. Click OK.

6. Repeat steps 1 to 5 and enter a new property
called: HttpSessionIdReuse and value:
true. Note: Starting from PT 8.47.15
and PT 8.48.13, you need to set this
value to false.

7. Repeat steps 1 to 5 and enter a new property
called : javax.net.ssl.trustStore and set

value to

PS HOME/webserv/<cell name> <node nam
e> <appllcatlon server>/peoplesoft ea
r/keystore/pskey

8. Repeat steps 1 to 5 and enter a new property
called : java.util.logging.config.file
and set value to
PS HOME/webserv/<cell name> <node nam
e> <application server>/peoplesoft ea
r/logging.properties
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9. Repeat steps 1 to 5 and enter a new property
called : org.apache.commons.logging.Log
and set value to
org.apache.commons.logging.impl.Jdk14
Logger

10.Repeat steps 1 to 5 and enter a new property
called : ps vault and set value to
PS_HOME/secvault/psvault or
PS HOME/webserv/<cell name> <node nam
e> <application server>/peoplesoft.ea
r/psvault (based on the tools
release)

You should see the following custom
properties under Java Virtual Machine.

Mew | Delete

I | HName % Value =

M |HttpSessionldReuse true

I |coribm websphere conkies hio header [true

I~ |lavautillogging config file C/848/ptB48-104-R1-5t-
sessionfwebserndPOOHDIZ1704 POOHO21704 serverl/st104. earfloge

™ |Evaxnet.ssltrustStore C:A848/pt545-104-R1-st-
sessionfwebsendPOOHIZT704_POOHI21704_server!fst104. earkey

[~ |org.apache.comrmons. logging. Log org.apache. commons. logging.impl.Jddk14Logger

I [ps_vault [} . /348/p1848-104-R1-st-session/secvault/psvault

xi. Add the AuthTokenDomain to the session management.

1. Click Application Server -> PIAServer.
Click Web Container.

2
3. Click Session Management.
4. Click Enable Cookies.

5

. Add the AuthTokenDomain value specified during
the PIA installation in step 4b in the Cookie
Domain textbox.

6. Click OK.
7. Save the changes.

8. Starting from PT 8.47.15 and PT 8.48.13,
JSESSIONID sshould be renamed as a result of
Session Fixation feature. Please follow the steps
listed below to rename the JSESSIONID.
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Go to WAS ND admin console —
http://host:port/admin

Go to Enterprise Applications

Click on peoplesoft (or the application name
given during PIA deployment)

Click on Web modules from Related Items table
Click on PORTAL module

Click on Session Management link from
Additional Properties table

Check "Overwrite Session Management" flag
Click on “Enable Cookies” link

Enter a new cookie name for Cookie name field
in the following format:

<machine-name>-<port>-PORTAL-
PSJSESSIONID

User ID: lakshmi

LAGOURAB-PCNetwork

(= UL e sl s ey s s T L g ez 1Al I WL 2l L s A o5 S

— 8.5x

Bl Servers Cookies

Application Servers
JMS Servers

Clusters
- Configuration
Cluster Topology

Specify cookie =ettingz for hitp 2ez=icn management. [il

Enterprise Applications > peoplesoft > Web Module > PORTAL > Session Management

B Applcations General Properties
Enterprize Applications } ] -
L Cookie name LAGOURAR-PC-8081-PORTAL-PSJ A unique T
Install Mew Application uzed for 2ezs
Resources serviet specif
. name to be J¢
Security flexibilty this
Envirenment : f
Secure cookies [[] Restrict cookies to HTTPS sessions [i] Whether s
System Administration the securs fi
will restrict th
Troublezhooting only to HTTPS
Cookie domain pecplesoft.com mThe value
zezzion track
will dictate to

10. Enter the Cookie domain value if required

11. Click Apply and save the configuration

12. Repeat the same above steps for “pspc” module
also. Change the cookie name to the following
format : <machine>-<port>-PORTLET-
PSJESSIONID

Copyright © 2009 Oracle, Inc. All rights reserved. 92



10/12/2009

xii. The psreports directory is usually created as part of the PIA

Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

User ID: lakshmi

LAGOURAB-PCNetwork

B Servers

Application Servers

JMS Servers

Clusters

Cluster Topology

E Applications
Enterprize Applications
Install Mew Application
Resources
Security
Environment
System Adrministration
Troubleshooting

Enterprise Applications > peoplesoft > Web Module > pspc > Session Management >

Cookies

Specify cookie settings for hitp =eszicn management. [il

Configuration

Cookie name

LAGOURAB-PC-9081-PORTLET-PS

General Properties

[ia unigue nam
uzed for session
=serviet specificat
name to be JSES!
flexibilty this walu

Secure cookies

D Restrict cookies to HTTPS sessions

[i] whether ze=s
the secure field. |
will restrict the e
only to HTTPS =&

Cookie domain

.people=zoft.com

installation. Create the psreports directory on each node machine if it

does not exist.

c. Select Servers -> Clusters

d. Click New to create a new cluster.
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e. Call the new cluster PeopleSoftCluster. Select an existing server to
add to this cluster and choose the PIAServer created in the previous
step. This will apply the configuration changes to apply members in
the cluster.

Note: Adding a server to a cluster is not reversible. A server cannot be
removed from a cluster, only deleted from the cluster.

WebSphere Application Server  Administrative Console

Version 5

Home | Save | Preferences | Logout | Help | 1]
User ID:
Create New Cluster
dbaronajiHetwork
Create New Cluster
B Servers
Application Servers
=¥ B i i
IMS Servers Step1: Enter Basic Cluster Information
Clusters
luster Tagols Cluster name: * iPeopIeSoﬂCIus{er The name of this cluster.
Applications Prefer local: ¥ Prefer local enabled Enabile or dizable Node scoped routing optimization.
E R
BEREsources Internal Cecreste Replication Domain for this cluster If thi= option iz selected, a Replication Domain will he created and the

ety replication name will he zet as the Cluster name
Environment domain;
SYSIQIAATInLon Choosing existing Server as a Cluster Member. & list of Servers

wehich are not already a part of existing Clusters is provided. You can

EXBUNGIS et | )y Do not include an existing server in this cluster

Troubleshooting * Select an exizting server to add to this cluster specify the weight for this Cluster Member. “ou can also choose if &
G R Replication Entry needs to he created in this Server for internal
Chooze a server from this list: A
replication.

!dbaronaSDNetwork.l’dbaronaSDNode.fPlAServer ;}

Weight:
2

I create Replication Entry in this Server

Cancel

Step 2 Create New Clustered Servers

Step 3 Summary

Figure 3: Create New Cluster

f. Click Next.

g. For each node to be added to the cluster,. Add one or more cluster
members (depending on the number of application servers) to this

cluster.
i. Enter a Name for the new cluster member (ex.
ClusterMember1).
il From the drop down list, select the Node that the

cluster member is to be associated with. Remember
that a cluster can be deployed across multiple nodes
with multiple cluster members on each node. If using
different nodes, make sure to select a different node

for the cluster members.
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iii. Select the checkbox to Generate Unique Http Ports.
WebSphere will assign unique ports to the new
cluster member (these ports should be double
checked to prevent interference with other
applications’ ports.

=

Home | Save | Preferences | Logout | Help |

User ID: ~*5tep 2: Create Hew Clustered Servers

geibmiMNetwork Erter information about the nesy server belowy, and then use the Apply button to add it to the list of cluster members that will be crested for this

B Servers cluster. Use the Edit button to edit the properties of a zerver already included inthe list. Use the Delete button to remove a server from the list.
Application Servers Mame: i iCIusterMemberﬂ Thie rame of the nesy cluster member
JMS Servers -
Clusters Select Mode: I sc-ibml Mods vI The new cluster member will be created on the zelected node
Cluster Topology: Wieight: |2 Controls the amourt of work directed to the application server. If the
Applications sweeight value for the server is greater than the weight values assigned to

ather servers inthe cluster, then the server will receive a larger share of

Resources the servers' worklosd.

Security Hitp Ports ¥ Generate Unice Hitp Parts Generates unigue port numbers for every Hitp transport that is defined in
Environment the source server, so thet the resulting server that is created will not
o : hawe HTTP Transports which conflict with the original server or any
System Administration other zervers defined on the same node.
Troubleshooting Replication entry: [ Create Repiication Entry in this Server It selected, a replication entry will be created for the neww cluster member
Apply
Edit| = DCelete
[~ | Application servers Hodes Weight
[~ |Plaserver sc-ibmi Mode 2

Figure 4: Create New Clustered Servers

iv. Click Apply.

v. The new cluster member will appear in the application

server list.
Edit| | Delete
[~ | Application servers Hodes Weight
[T |PI&Server so-ibmo1 Mode 2
I | Clustertember se-ibm01 Mode 2

Figure 5: Application Server list

vi. Repeat steps i-v to add one or more cluster members
on each node. Each cluster member will act as an
application server as shown in figure 3 in RunTime
Architecture. For best performance, balance the
cluster members across multiple nodes.

vii. When finished adding cluster members, click Next.
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viii. A summary of the changes will appear.

ix. Click Finish to create the cluster members.

WebSphere Application Server Administrative Console

Version 5
Home | Save | Preferences | Logout | Help | EI
User ID: ’ S
Message(s)
dbaronNetork &Changes have been made to your local configurstion. Click Save to apply changes to the master configuration.
B Servers [ The server may need to be restarted far these changes to take effect.
Application Servers
SMEEERGERS Server Cluster
Clusters
Cluster Topolog A server cluster consists of a group of application servers. If one of the member servers fails, requests will be routed to ather members of the
luster.
Applications chister, i
Resources
Security Total: 1
Ervironment Fitter
System Sdministrstion Preferences
Troubleshooting Start | Stop | Ripplestart ImmediateStop | New |  Delete |
I~ |Hame ¥ Status ¥ ¢
™ |PeopleSoftCluster @

Figure 6: Save Cluster Member

x. You will see a warning message that changes have
been made. You will need to save the changes by
clicking the Save link and saving the configuration. Be
sure to select Synchronize changes with Nodes to
allow the nodes to be updated with changes.

h. Install the PeopleSoft PIA.
i. Select Applications -> Install New Application.

ii. Select Browse and navigate to the local path
containing the ear file (the ear file was created in step
4). Select the ear file.
Windows
C:\PS_HOME\PeopleSoft.ear
Unix
/PS_HOME/PeopleSoft.ear

iii. Click Next. This step will take sometime as the ear
file is uploaded to WebSphere.

iv. Click Next to advance to the Preparing for the
application installation step.

v. Using the values recorded in step 4b during the PIA
install, set “Directory to Install Application” to
PS_HOME\webserv\<WebSphereNodeDirectory>
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which was the directory that the PIA was installed to
on the staging machine. This value must remain the
same because the PIA contains hard coded
references to directory structures. Change
Application Name to the value specified in step 4b.
Note:If you want to enter any PS_HOME and
application name, then follow either of two steps
below

(a)Open web.xml file on respective base instances at
PS_HOME/webserv/<cell_node_server>/<application
_name>/PORTAL/web.xml and change <param-
value> in <init-param> to appropriate
PS_HOME.Similar change can be made to web.xml
for PSIGW Web Application.

(b)Use Symbolic links to point to PS_HOME captured
in step 4b.

— 8.5x

User ID:

st-sun2dletwork
B Servers
Application Servers
JMS Servers
Clusters
Cluster Topology
B Applications

Erterprise Applications
Install kew Application
Resources
Security
B Enviranment
Update Web Server Pludin
“irtual Hosts
Manage WebSphere Yariahles
Shared Libraries
Internal Replication Domains
Marming

B System Administration
cell
Deployment hManager
Modes
Mode Aoents

Fanenla | lears

Install New Application

Allows installstion of Enterprise Applications and Mocule

—+5Step1: Provide options to perform the installation

Specify the various options available to prepare and install your application.
AppDeployment Options Enable

Pre-compile JSP B

Directory to Install Application lfds1 IotS4d hvebzeryiot-ibm1 2Mc

¥

=

Distribute Application W

Use Binary Configuration I

Deploy EJBs ||

Application Name Ipeoplesoﬂ

Creste MBeans for Resources W

Enable Class Reloading I 1

e % e a I E

-
WebSphere Status [i = Previous  Mext = Movember 2, 2003 4:01:50 PM PST Q
WebSphere Runtime Messages Clear all

[Tatal &l Messages 371 |@: 0 mevwy, O totsl l Ay Qnew, Dtotal ||3; 371 new, 371 total
Preferences E

Figure 7: Install New Application
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vi. Click Next.

vii. Accept the default_host as the Virtual Host for the
Web Modules. No changes are required.

viii. Click Next.

ix. In “Map modules to application servers” check all the
listed modules and select the PeopleSoftCluster in
the Clusters and Servers listbox (see image below).

x. Click Apply. The server mappings should change to
match the cluster name. To verify, look in the third
column titled Server.

WebSphera Application Server Administrative Console =
Version 5
Home | Save | Preferences | lLogout | Help | E‘l
: =] =
User ID: fr—f -+ Step 3 : Map modules to application servers D

st-sun24Hetwork

g s Specify the application server where you want to install modules contained in your application. Modules can be installed on the same server or
arvers

dispersed among several servers.
Application Servers

Clusters and Servers:

JMS Servers —
Clusters WebSphere: cell=st-zunz2 4hletwork node: ml 2Hode server=server]
Cluster Topolo WiehSphere: cell=st-sun24hMetwark node: -ibim01 Mode server=server]
Lluster Topology
WebSphere: cell=st-sun24Metwork node=sc-ibm38MNode server=server
B Applications
B i Apply
Enterprisze Applications
Install Mewy Application ¥ Module URI Server
Resources ¥ Portal PORTAL WEB-INF fvveb xml WehSphere: cell=st-sun24Metvwork cluster=PeopleSoftCluster
Security
p’ P=iguy PSIGHAWEB-INF fneetb aml WekSphere: cell=st-sun24Metwork cluster=PeopleSoftCluster
E Environmert
Update Web Server Plugin ¥  Psirterlinks PSIMNTERLINKS AWEB-INF fasek xml WehSphere: cell=st-sun24Metvwork cluster=PeopleSoftCluster
Wirtual Hosts W PsoL PSOL WEB-INF Avel il WebSphere: cell=st-sun24Metwork cluster=PeopleSoftCluster
Manage WebSphere YWariables e == " e
e ere:cell=st-sun weork cluster=PeopleSoftCluster
Shared Libraries V¥ PSEMHUB PSEMHLUB WWEB-IMF fvveh xml 4 f 4
Internal Replication Domains —
Marming Previous | Mext | Cancel L
B System Administration =
Cell WebSphere Status [i] = Previous  plext = Movember 2, 2003 4:23:50 PM PST €2 | [
Deployment Manacer e WehS‘_ﬂhgre‘Coﬁﬁgura(i‘uh Problems
Hodes Total Configuration Problems (6 |Q: 0 total |@’: E total |m: O total
Miocle Soerts

El Preferences

EIN

Camenla | lsars

Figure 8: Map modules to application servers

xi. Click Next.
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xii. On the Summary screen, review your choices. If a
problem is seen, click Previous to correct the error.
Make sure that the application name and the
Directory to Install Application match the values used
in the PIA installation in step 4. Click Finish. This
step will take a few minutes to copy the ear file to the
Deployment Manager.

Administrative Console

WebSphere Application Server

Version 5

Home | Save | Preferences | Logout | Help |
User ID: =] Step 3 Map modules to application servers El
—+ Step 4: Summary
st-sun24etwork
Bl servers Sumimary of Install Cptions
Application Servers options Values
JME Servers ot T i
Distribute Spplicstion Yes
Clusters = = =
Cluster Topolo Use Binary Configuration Mo
B applications CelliModerServer Click here
Eitersiss abplicatisne Enable Class Reloading Mo
Irestal Mewn Application Creste MBeans for Resources Yes
Rezources Deploy EJBs Mo
Security Reload Interval in Seconds
B Environment Application MNatme: pecplesoftadib
Update Wigh Server Plugin Directory to Install Application fods1ipta44901 bhvwebserviot-ibim 2Mode_pt-ibm1 2Mode_server!
Sirtual Hosts Pre-compile JSP Mo
hanage WebSphere YWariables Application Mame peoplesoftalih
Shared Libraries Deploy WebServices Mo
Internal Replication Domains |
Maiming Previous | Finish | Cancel |
B System Administration T
Cell WebSphere Status [i] = Previous  Mext= Movember 2, 2003 4:32,50 PM PST ¢ | [
Deployment Manacer ==l WebSphere Runtime Messages Clear all
Modes Total &ll Messages: 433 @ Dnew, 0 total /Ay 1new, 1 total [ 438 new, 438 total
Mode &gents _— =
Preferences
mamenla | lears lll . E

Figure 9: Summary

xiii. Select Save to Master Configuration. You will see a
page that displays the status of the PeopleSoft
application install as successful.

xiv. Check the box “Synchronize changes with Nodes”

Total changed documents: 23

Yiewy items with changes

Click the Save button to update the master repositary with your changes. Click the Dizcard button to discard your changes and begin work
adain using the master repository configuration. Click the Cancel button to cortinue warking with your changes.

v Synchronize changes with Modes

Save| Discard | Cancel |

Figure 10:Save to Master Configuration
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xv. Click “Save” button. This step will take a few minutes
to copy the application to all the nodes.

xvi. The Configuration for all servers will be updated, and
the EAR file will be transferred and unpacked on all
attached servers.

xvii. Logout from the Administrative console.

i. If notusing an HTTP Server (like IHS, Sun One, or IIS), verify that
any HTTP ports that the servers are using have been added the
Virtual Hosts for the default_host (or the new virtual host created for
the PIA). If using an HTTP Server, skip to step j.

i. Select Environment -> Virtual Hosts.
ii. Select default_host.

iii. Select Host Aliases. You will see the list of the hosts
and ports defined for the default_host. The Host
Name values should be changed to specify
hostnames instead of wildcards (*). The HTTP port
for each cluster member should also be added (the
default is to increment by 1 starting at 9080).

iv. To add a new host/port combination, click the New
button.

WebSphere Application Server Administrative Console

Versien 5

‘Home | Save | Preferences | Logout | Help |

; =
lgeri): Virtual Hosts > default_host > Host Aliases > —

dbaronHetwork New

Servers
An alias is the DMS host and port number used by a client to form the URL request of a Weh Application resource (such as a serviet, JSP, or
HThL page). For example, it is the "myhost: 5080" portion of http: fmyhost 5050/servletiznoop . When no port number is specified, the default port
R il bas a0 is used.

Applications

Security

B Environment UL
Update Webh Server Pludin
Wirtual Hosts "
y Host Mame @ Py domainname com The IP address, DNS host name with
Wanade ek Sohe civarables I domain narme suffix, or just the DS host
Shared Libraries name, used by a client to request aWWeb
Internal Replication Domains application rezource (such as a serviet, JSP,
3 or HThL page).
Maming
o i Part * |9081 [iThe part for which the Weh server has
System Administration been configured to accept client requests.
Troukleshooting Specify a port valug in conjunction with the
host name.
apply I 0k | Reset | Cance| I
=]
WebSphere Status [il < Previous hext= October 29, 2003 1:350:235 P MST Q Il
‘WebSphere Runtime Messages: Clear all
Total All Messages:509 © : fnew, ftotal |4y 27 new, 27 total ||_3 476 new, 476 total

Preferences

Il

Figure 11:Virtual Host
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Vii.

Message(s)
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Enter an appropriate Host Name and Port in the text
boxes. Click OK when finished.

The host and port will be added the list of Host
Aliases. You will see a warning message that
changes have been made. You will need to save the
changes by clicking the Save link and saving the
configuration. The servers will need to be restarted to
recognize the new host(s) and port(s).

Skip to step k if not using an HTTP server.

a‘i\rChanges have been made to your local configurstion. Click Save to apply changes to the master configuration.

B The server may need to be restarted for these changes to take effect.

Figure 12:Save Message

j-  Update the HTTP server plugin

Select Environment->Update Web Server Plugin
Click “OK”

To view the plugin configuration, click on “View or
download the current web server plugin configuration
file”

The plugin-cfg.xml file must be copied to the HTTP
Server machine and placed in the correct directory.
To determine the directory, refer to the previous
section of this document titled “Configuring a
WebSphere HTTP (proxy) Server with PeopleTools
8.44”. To obtain the plugin-cfg.xml file, right click on
“View or download the current web server plugin
configuration file” and “Save Target As...”. Copy
plugin-cfg.xml to the directory found in the previous
step.

Your PeopleSoft applications will now get load
balancing and failover when accessed through the
HTTP server.
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k. Start the Cluster
i. Select Servers->Clusters.
ii. Check PeopleSoftCluster.
jii. Click “Start”.

Message(s)

[ The start operation on cluster PeopleSoftCluster has been initisted. B may take several minutes for each cluster member to finish starting.

Figure 13:Cluster message

iv. When all of the servers in the cluster have started the
status icon will update to a solid green arrow.

v. If a message appears warning that a cluster member
will not be started, check that the node agent is
running on that machine (use the startNode.[bat|sh]
command located in <WAS_HOME>/bin). Once that
node agent is started, select the cluster and click start
to start the cluster member.

Message(s)

My Cluster member clusterMember-sc-ibm38 will not be started because the MNode Agert on node sc-bm38MNode iz not active. Cluster members can be
started individuslly from the cluster member collection panel.

G} The start operation on cluster PeapleSaoftCluster has been intisted. t may take several minutes for each cluster member to finish starting.

Figure 14: Cluster Message

vi. Logout from the Administrative console.

Cluster Topology

WebSphere provides a topology overview of the cluster. All the servers in the
cluster can be viewed from within the DeploymentManager. The nodes and
their cluster members are shown.

1. From any machine, start the WebSphere Administrative Console
pointing to the DeploymentManager.

2. Select Servers->Cluster Topology.
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3. Expand the Cell in the right pane.

WebSpheEIER] lication Server  Administrative Console

Version 5
Home | Save | Preferences | Logout | Help |
User ID:
Cell

dbaranietwork B % PeopleSoftCluster
B3 Servers B G Nodes

Application Servers = @ st neas

JME Servers

i Bl @ Cluster metmbers

usters
TR % Clusteriembert

Applications
Resources

Security

Environiment

System Administration
Troubleshooting

Figure 15: Cluster Topology
4. The cluster topology shows the nodes and cluster members configured
for a cluster.

Adding an Additional Cluster Member

After configuring a cluster, additional cluster members may be added to the
cluster to provide more resources to handle client requests.

1. From any machine, start the WebSphere Administrative Console
pointing to the DeploymentManager.

2. Select Servers->Clusters.
3. Select PeopleSoftCluster.

4. Select Cluster Members.
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5. Select New.

WebSphere | Application Server  Administrative Console

Version 5

Home | Save | Preferences | Logout | Help | EI

User ID: Create New Cluster Members N

dbaronHetwork

Create Mew Cluster Members
Bl Servers

Application Servers
- Step 1: Enter Basic Cluster Members Information
JMS Servers

Clusters

Cluster Topology
hember name
Applications |CIusierMember2

Resources Select node |dbamnaaomgde vI

Security Vsight |2

Select the node where the new application server will regide.

Environment

Hitg Potts

System Administration ¥ Generste Unigue Hitp Ports

Troubleshooting
Ecit| | Delete ‘

o ‘ Application Servers Hodes Weight ‘

MNext Cancel

Figure 16:Create New Cluster Member
6. Enter a Member name for the new cluster member.

7. Select the node where to create the new cluster member from the drop
down list.

8. Click Apply to add the cluster member to the Application Servers list.

Edit| ' Delete

[~ | Application Servers Hodes Weight

[T | Clusterhember2 dbarona30Mode 2

Figure 17:Cluster member list

9. Repeat steps 7-9 to add as many cluster members as desired.
10.Click Next to advance to the summary screen.
11.Review the changes, and select Finish.

12.The changes must be saved. Click Save and then save the changes.
Be sure to select the checkbox next to Synchronize changes with
Nodes. Synchronizing the changes will copy the application’s files to
the node (ex. C:\PS_HOME will be created).
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13.Expand Servers -> Cluster Topology.

14.The node agents must be running to start the cluster members on a
node.

15. Start the cluster from Servers -> Clusters.

Updating PIA with a PeopleTools patch in clustered environment

Remember that the PIA can only be installed on a WebSphere Base
instance. Itis recommended to have a separate WebSphere Base instance
available to install the new PIA with the patches. This instance is used as the
staging server that will allow updates to be applied to the PIA PeopleTools
patches which can be applied to the staging server (ex. Upgrading from
PeopleTools 8.44.00 to 8.44.05). Note: For patch updates, you must use
the same staging server that you used to originally to create the existing
WebSphere installed PeopleTools application. This is due to the
specific hardcoded node/server name reference in the PS_HOME path
by the PIA installer that is required.

An updated ear file can be exported from the staging server. This ear file can
be copied to the production (or test environment). This new ear file can be
used to update the existing cluster with the latest patched PIA version.

Follow these steps to update the cluster with the patched PIA.

1. On the staging server with the WebSphere Base instance, apply the
PeopleSoft Patches. Follow PeopleSoft provided instructions for
installing the Patch.

2. Install the PIA using the mpinternet installer from Peoplesoft to the
staging WebSphere instance. Enter the PS_HOME and
application name of the PIA application already deployed.
Retrieve these values from the web.xml file in the deployed cluster.

a. Open
PSHOME/webserv/<WebSphereNodeDirectory>/webserv/peopl
esoft.ear/PORTAL/WEB-INF/web.xml.

b. Record PSHOME and the application name as shown in this
example: <servlet-name>psc</serviet-name>

<servlet-class>psft.pt8.psc</serviet-class>
<init-param id="InitParam_1078439625518">
<param-name>configDir</param-name>

<param-value>
C:\PS_HOME\webserv\dbarona3Onode _dbarona30node_ser
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ver1/peoplesoft.ear/PORTAL/WEB-INF/psftdocs</param-
value>

In the above example, PS_HOME is
C:\PS_HOME\webserv\dbarona30Onode _dbarona30node_ser
ver1 & application name is peoplesoft without ‘ear’ extension.

3. Test the changes to make sure the PIA is working as expected.
4. Use the EARExpander to create the ear file.

b. Execute WebSphere's EARExpander from WAS_HOME/bin to
create an EAR file with the customizations. The operationDir
value should be
/PS_HOME/webserv/<WebSphereNodeDirectory>/<application
name>. If we consider above example, PS_HOME will be
C:\PS_HOME\webserv\dbarona3Onode_dbarona30node_ser
ver1.

These commands should be typed on a single line.

Windows

C:\<WAS HOME>\bin\EARExpander.bat -ear

C:\PS HOME\PeopleSoft.ear -operationDir
C:\PS_HOME\webserv\dbarona30node dbarona30node
serverl\peoplesoft.ear -operation collapse

Unix

/<WAS HOME>/bin\EARExpander.sh -ear
/PS_HOME/PeopleSoft.ear —-operationDir
/PS_HOME/webserv/

dbarona30node dbarona30node serverl/DeployedPeo
pleSoft.ear -operation collapse

5. Copy the ear file from the staging server to a production server.

6. Open a browser and access the WebSphere Administrative Console
pointing to the DeploymentManager e.g.
http://<DeploymentManager>:9090/admin.

a. Select Applications -> Enterprise Applications.
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b. Select the peoplesoft application checkbox, and click Update.
c. Click Browse and navigate to the location of the ear file.

d. Click Next to continue the installation.

e. Click Next to continue the installation.

f. Specify PSHOME used in the initial installation from step 2 of
this section.

(Refer Figure # 7:Note: You can’t update PeopleSoft
application since you select it to update)

g. Click Next.

h. Accept the default value, default_host. Click Next.

i. Verify that the PIA is set to install to the cluster. Click Next.
(Refer Figure # 8)

j- Click Finish to complete the update of the PIA.

k. Save the changes to the Master configuration and synchronize
the changes to the nodes.

(Refer Figure # 10)
I. The updated PIA has been installed to the cluster.

m. The cluster is ready to serve requests.

Updating PIA with a POC in clustered environment

The PIA can only be installed on a WebSphere Base instance. lItis
recommended to have a separate WebSphere Base instance available to
install the PIA. This instance can be used as a staging server that will allow
updates to be applied to the PIA. POCs can be applied to the staging server.
An updated ear file can be exported from the staging server. This ear file can
be copied to the production (or test environment) and used to update the
application there. The following steps show the process.

1. You will need the values for PSHOME and the application name
specified during the PIA installation. Enter the PS_HOME and
application name of the PIA application already deployed.
Retrieve these values from the web.xml file in the deployed cluster.

a. Open
PS_HOME/webserv/<WebSphereNodeDirectory>/webserv/peo
plesoft.ear/PORTAL/WEB-INF/web.xml.
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b. Record PSHOME and the application name as shown in this
example: <servlet-name>psc</servlet-name>
<servlet-class>psft.pt8.psc</servlet-class>
<init-param id="InitParam_1078439625518">
<param-name>configDir</param-name>

<param-value>
C:\PS_HOME\webserv\dbarona3Onode_dbarona30node_ser
veri/peoplesoft.ear/PORTAL/WEB-INF/psftdocs</param-
value>

In the above example, PS_HOME is
C:\PS_HOME\webserv\dbarona3Onode _dbarona30node_ser
ver1 & application name is peoplesoft without ‘ear’ extension.

2. Stop the cluster from the WebSphere Admin Console.
3. In the Admin Console, open Applications -> Enterprise Applications.

4. Select the checkbox next to the PeopleSoft application.

Total: 3
Filter

Freferences

Start] Stop | Install Uninstall Update Export | Export DDL |
[~ |Hame % Status ~_ ()

v |Pecplesoft =
 |adminconsole =

[~ |fietranster =

Figure 18: Enterprise Application
5. Click Export. WebSphere will build the ear file.
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6. Click on the ear file link and save the file to a local disk (ex. C:\temp)

Export Application EAR files

Click on the application to download itz EAR file

peoplesofi.ear

Back

Figure 19:Export PeopleSoft application

7. Run EARExpander from WAS_HOME/bin to expand the EAR file to
a local directory (ex. c:\\temp\POCEARExpand)

Sample command
C:\WebSphere51\AppServer\bin>EARExpander -ear peoplesoft.ear -
operationDir c:\\temp\POCEARExpand -operation expand

8. Apply the POC to the expanded directory. Refer to POC instructions
to determine the directory to copy the POC files into.

9. Collapse the peoplesoft application with POC into an ear using
EARExpander tool.

Sample command
c:\temp>C:\WebSphere51\AppServer\bin\EARExpander -ear
peoplesoftpoc<date>.ear -operationDir C:\temp\POCEAREXxpand -
operation collapse

10.Copy the ear file from the staging server to a production server.

11.0pen a browser and access the WebSphere Administrative Console
pointing to the DeploymentManager e.g.
http://<DeploymentManager>:9090/admin.

c. Select Applications -> Enterprise Applications.
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d. Make sure that the Status of the PIA is stopped. If the status is
started, select the checkbox next to peoplesoft and click Stop.
(Refer Figure 18)

e. Select the peoplesoft application checkbox, and click Update.

f. Click Browse and navigate to the location specified in step 1
above.

g. Click Next to continue the installation.

h. Click Continue. ( If you don’t get the Application Security
Warnings screen, you can skip this step)

i. Specify the PSHOME directory used in the initial installation.
(See step 1 for the PSHOME directory).

j.  Click Next.

k. Accept the default value, default_host.

l. Click Next.

m. Verify that the PIA is set to install to the cluster. Click Next.
(Refer Figure # 8)

n. Click Finish to complete the update of the PIA.

0. Save the changes to the Master configuration and synchronize
the changes to the nodes.
(Refer Figure # 10)

p. The updated PIA has been installed to the cluster.
12.Start the cluster to start the clustermembers with the updated PIA.

Managing the Cluster

Once the PIA cluster is configured, WebSphere can be used to manage the
cluster. Please refer to the WebSphere InfoCenter and other WebSphere
references for more detailed instructions.

CONFIGURING A WEBSPHERE CLUSTER WITH PEOPLETOOLS
8.49

Starting from PT 8.49, WebSphere ND 6.1.0.3 is supported. The
configuration steps for setting up cluster are changed when WAS ND 6.1 is
used. There are no separate installs of Base and ND required and you need
to install WAS ND 6.1 and this contains the capability to create different
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profile types like Deployment Manager, Application Server and Custom
Profiles. For more information, refer to Working with WebSphere section of
PeopleTools : Server Administration Guide.

IBM WebSphere Application Server Network Deployment (ND) V6.1 —
provides central administration of multiple WebSphere Application Server
Base processes on one or more machines. This component contains
mechanism to create different profile types which are different WebSphere
JVM instances and we can create the profiles based on our requirement.

WebSphere 6.1 Clustering Process Overview

Starting from PT 8.49, WebSphere Application Server ND 6.1 is supported
and there are no separate installs of Base and ND are required. In PT 8.49,
PIA gets deployed to a single application server profile which gets created
during the PIA install. To create a WebSphere cluster, a deployment
manager profile needs to be created and we add the multiple nodes (which
contains the servers) to the deployment manger.

Here is a high level overview of the clustering process. The step-by-step
process follows in the next section. Assume you have machines WebSphere
1 to WebSphere N for cluster setup.

e Install WebSphere ND software on each of the machines
WebSphere 1 to WebSphere N.

e Install the PIA on a single machine (e.g. WebSphere 1) and select
single server installation. This will create an application server
profile and deploys the PeopleSoft application on to the server.

e Create a deployment manager profile (cell) on a machine (Let’s say
WebSphere1)

e Add the node from WebSphere 1 instance to DM

e On WebSphere 2 to WebSphere N instances, Install Customer
profiles(nodes) and add these nodes to the DM

e Create a cluster.
e Create cluster members using the nodes added in the DM.
e Deploy PeopleSoft Application.

e Target the PeopleSoft application to the cluster that you have
created in previous steps.

e Make any necessary changes to the virtual hosts and generate the
plugin-cfg.xml.

e Start the cluster.
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Note: On WebSphere 1 to WebSphere N, you can choose any
machine to install DM.

Configuring a WebSphere Cluster using WAS ND 6.1

1. Install WebSphere Application Server ND 6.1 on multiple
servers(webSphere 1 to WebSphere N) as per your requirement. Use the
instructions provided in the PeopleTools 8.49 Install Guide.

2. Install PIA from PT 8.49 and select Single Server Installation on one of
the WebSphere servers (WebSphere1). Use the instructions provided in
the PeopleTools 8.49 Install Guide

3. Select one of the server to host the Deployment Manager from the
available WebSphere servers (WebSphere1, WebSphere
2.....WebSphere N).

4. On the machine which will host DM (Deployment Manager), assume
thatitis server WebSphere1, use Profile Management Tool and create a
DM profile. Follow the steps listed below to create the DM profile,

e Goto WAS_HOME\bin\ProfileManagement\bin\ and run PMT.bat
(or .sh) and this will bring up a profile creation tool wizard.

e Select Deployment manager profile type and click Next

& Profile Management Tool O] x|

Environment Selection

8 -

el {deployment manager and a federated application server

Deployrnent manager
Application server
Custom profile

1

—Description
& deployment manager administers application servers that are federated into (made a part of ) its cell,

Lo

< Back I Mexk = I Fimish | Zancel |

e Select Advanced Profile creation option and click Next

e Select Deploy the administrative console option and click Next
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e Select a name for profile and the location where the profile will be
created and click Next

e Keep the node name, cell name and hostname same and click
Next

e Uncheck the Enable administrative security option and click Next
e Keep the port values as assigned and click Next

e Uncheck the Run Deployment Manager as windows service option
and click Next

e Verify all the items on the Profile Creation summary page and click
create button

This will create a Deployment manager profile and you can use it setup
the cluster.

5. If using a webserver (like IBM HTTP Server, Sun Java Webserver or
11S) as Reverse Proxy Server in front of DM, install a supported webserver
on HTTPServer machine. Use the instructions provided in the
PeopleTools 8.49 Install guide.

6. On WebSphere1, install the PIA as mentioned in step 2, record
settings.

a. Install PIA using the instructions in the PeopleTools 8.49 Install
guide.

b. Record PS_HOME, AuthTokenDomain, Application Name and
psreports path. This information is very important and should
be saved for future reference.

Note: The value for PS_HOME will be used by all machines in the
cluster, so make sure the path is valid for each machine. The same
values of PS_HOME and application name need to be used when
custom profiles are created on WebSphere 2 to WebSphere N
instances

c. Create any additional PeopleSoft sites.
d. Perform any required customizations.
e. Test to ensure setup works.

f. Execute WebSphere’s EARExpander from
PS_HOME/webserv/<appname>/bin to create an EAR file with
the customizations.

Windows:
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C:\<PS_HOME>\webserv\<appname>\bin\EARExpander.
bat —-ear C:\<PS HOME>\peoplesoft.ear -
operationDir
C:\<PS_HOME>\webserv\<appname>\installedApps\<h
ostname>NodeCell\<appname>.ear —operation
collapse

Unix:

/<PS_HOME>/
webserv/<appname>/bin/EARExpander.sh —-ear

/<PS_ HOME>/peoplesoft.ear —operationDir
/<PS_HOME>/webserv/<appname>/installedApps/<hos
tname>NodeCell/<appname>.ear —-operation
collapse

Be sure the Deployment Manager is started on the machine where you
installed DM profile

Windows: DeploymentManager Home\bin\startManager.bat

Unix: DeploymentManager Home/bin/startManager.sh

Where DeploymentManager_Home is the location of the DM profile that
you have created on step 4.

7. On WebSphere2 to WebSphereN, create Custom profiles and add
these nodes to DM

a. Before federating the node, check that the date and times for the
machines are within 5 minutes of each other. If the machines do not
have similar times, an error message will appear and the node will not
be added.

b. The Deployment Manager machine and the Node Agent machine
must be able to resolve the hostnames of each other. To test, use the
hostname with the ping command.

c. Create Custom profiles on machines WebSphere 2 to WebSphere N
using the Profile Management Tool as described in step 4, but select
Custom Profile under Environment Selection. Enter the profilename
same as the application name you have given during step 6 and set
the profile path same as the PIA installation path where the profile gets
created under PS_HOME\webserv during the normal PIA install. Keep
the Nodename and Cellname with default values.

8. On WebSphere1, add the node to DM (assuming DM is also installed
on WebSphere 1) using the following command:

Windows:

PS HOME\webserv\<appname>\bin\addNode.bat
<DeploymentManager host> <8879>
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Unix:
PS HOME/webserv/<appname>/bin/addNode.sh
<DeploymentManager host> <8879>

where <DeploymentManager_host> is the DeploymentManager
hostname and <8879> is the SOAP connector port for example. This
will stop any servers currently running on the node.

Note: DM’s SOAP port is listed in AboutThisProfile.txt located in
DeploymentManager_Home\logs.

9. The NodeManager will be started as part of the addNode command.
If not, start the NodeManager using:

Windows: PS HOME\webserv\<appname>\bin\startNode.bat

Unix: PS HOME/webserv/<appname>/bin/startNode.sh

10.0n the rest of the WebSphere instances
Websphere?2...... WebSphere N where you have installed customer
profiles, run the addNode command to add node to DM.

11.0pen a browser and access the WebSphere Administrative Console
pointing to the DeploymentManager_host machine

eg. http://<DeploymentManager host>:9060/ibm/console

Note: DM’s admin console port is listed in AboutThisProfile.txt located
in DeploymentManager_Home\logs.

12.Create a Cluster
a. Select Servers -> Clusters

b. Click New to create a new cluster.
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c. Call the new cluster PeopleSoftCluster. Select Create the
server using an existing server as a template and choose the
server1 that came with the PIA install on WebSphere 1
instance. Click Next

Create a new cluster e |[=

Create a new cluster

Step 1: Enter basic Enter basic cluster information
cluster information

* Cluszter name
|TE5tCIu5ter |

reate first

¥ prefer local, Specifies whether enterprise bean
requests will be routed to the node an which the client
rezides when pozsible,

Step 4 Summmary

I_ Configure HTTP session mermory-to-rmermory
replication

Mext I Cancel |

d. Add one or more cluster members (depending on the number of
application servers) to this cluster.

i. Enter a Name for the new cluster member (eg.
ClusterMember1).

ii. From the drop down list, select the Node that the cluster
member is to be associated with. Remember that a
cluster can be deployed across multiple nodes with
multiple cluster members on each node. If using
different nodes, make sure to select a different node for
the cluster members.

iii. Select the checkbox to Generate Unique HTTP Ports.
WebSphere will assign unique ports to the new cluster
member. These ports should be double checked to
prevent interference with other applications’ ports. Click
Next
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Create a new cluster

p 1! Enter i Create first cluster member
cluster inform
The first cluster mermber determines the server settings for the cluster
Step 2: Create first rmermbers, A server configuration termplate is created from the first marmbear
cluster member and stared as part of the cluster data, Additional cluster rmembers are copied
frarm thiz ternplate,

* Member name

mer
|c|usterMember1 |

Step 41 Surmrary

Select node
IpenplesnFthde(ND 6.1.D.3];|

* Weight
[z | (0..20)

|7 Fenerate unigque HTTP ports

Select basis for first cluster member:
7 create the member using an application server termplate,

Idefault ;I

* raste the rember uzing an existing application server a2z a ternplate,

Lo LR AR -LAPCell0lfpeoplesoftodeND 6,1, 0, 21 PIAS ey e iR

" create the member by converting an existing application zerver,

| LAGOURAR-LAPCellDl/paoplesoftiode(ND &.1.0.3)/PLaServer 2]

r Mone., Create an empty cluster,

| Previous | |Next| |Can|:el |

iv. The new cluster member will appear in the application
server list.

v. Repeat steps i-iv to add one or more cluster members on
each node. For best performance, balance the cluster
members across multiple nodes.

vi. When finished adding cluster members, click Next.
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vii. A summary of the changes will appear.

viii. Click Finish to create the cluster members.

Server clusters

Create a new cluster

Create a new cluster

Step 1: Enter basic
cluster information

members

Step 4: Summary

Summary

Surnrmary of actions:

Cptions

Values

Cluster Hame

TestCluster

Care Group

DefaultCoreGroup

Mode group DefaultModeGroup
Prafer local true

Configure HTTP

zession memory-to- | false

mernory replication

Server name

clustarMarnbearl

Maode

peoplesoftlode(ND &,1,0.3)

Weaight

2

Clane Template

LAG O URAR-
LaPCelldl/peoplesoftlodelND
£.1.0.3)/PIlaServer

Clane Type existing
Generate unique true
HTTP ports

Prewvious | |Fini5h| | Cancel

ix. You will see a warning message that changes have been
made. You will need to save the changes by clicking the
Save link and saving the configuration. Be sure to select
Synchronize changes with Nodes to allow the nodes to
be updated with changes.

X. On each cluster member (typically a server), make sure
all the properties are set properly as mentioned in step

13.

13.Open a browser and access the WebSphere Administrative Console
pointing to the DeploymentManager machine. If you have created
servers based on the application server template of WebSphere 1
instance, make sure the servers on WebSphere 2 to WebSphere N
and the PeopleSoft application has the custom properties set

properly as listed below.
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Note: If these properties or configuration is already set, do not
change any settings. These steps are listed here to make sure that
the PIA configuration is setup properly in the cluster setup.

» Check Shared Library

Goto Environment->Shared Libraries and click on New

Enter the name as psSharedLibrary and select the scope
of the library to Node and server1 (or the server you have
created) in the AS profile

Enter the classpath details as given in this example (the
example values are given assuming that you have installed
PIA into PS_HOME as D:/PT849 and entered the
application name as 84903domain)

D:/PT849/webserv/84903domain/installedApps/
84903domainNodeCell/84903domain.ear/lib/plu
to-1.0.1.jar

D:/PT849/webserv/84903domain/installedApps/
84903domainNodeCell/84903domain.ear/lib/por
tlet-api-1.0.jar

D:/PT849/webserv/84903domain/installedApps/
84903domainNodeCell/84903domain.ear/lib/saa
j.jar

D:/PT849/webserv/84903domain/installedApps/
84903domainNodeCell1/84903domain.ear/lib/xal
an.jar

D:/PT849/webserv/84903domain/installedApps/
84903domainNodeCell/84903domain.ear/PSIGW.w
ar/WEB-INF/lib/mail.jar

D:/PT849/webserv/84903domain/installedApps/
84903domainNodeCell/84903domain.ear/PSIGW.w
ar/WEB-INF/lib/activation.jar

After adding the library, associate this library with server? (or
the server that you created) by doing the following actions,

v' Go to server1 -> Java and process management ->
Class loader

v" Create a new ClassLoader and select Classes loaded

wih parent class loader first as the order

v’ Select Shared library references under Additional
properties

v Add a library by selecting the library from the drop
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down list of libraries
» Check Custom Properties

e (o to Servers -> Applications Servers -> server1 (or the
server that you created)

e (o to Java and Process Management under Server
Infrastructure, click on Process definition

e Click on Java Virtual Machine under Additional properties
e Click on Custom Properties under Additional Properties

e Enter the following properties (the example values are given
assuming that you have installed PIA into PS_HOME as
D:\PT849 and enter the application name as 84903domain)

v Set HttpSessionldReuse property to false

v' Set ps_vault property to the path value like
D./PT849/webserv/84903domain/installedApps/84903
domainNodeCell/84903domain.ear/psvault

v Set java.ultil.logging.config.file property to the path
value like
D:\PT849\webserv\84903domain\installedApps\84903
domainNodeCell\84903domain.ear\logging.properties

v Set
Java.util.logging.configureBylLoggingPropertiesFile
property to true

o Go to Application servers -> server1 -> Web container ->
Web container transport chains -> WCIlnboundDefault ->
HTTP inbound channel (HTTP_2) -> Custom Properties

v Set CookiesConfigureNoCache property to the value
false

e Go to Application servers -> server1 -> Web container ->
Web container transport chains ->
WCInboundDefaultSecure -> HTTP inbound channel
(HTTP_4) > Custom Properties

v' Set CookiesConfigureNoCache property to the value
false

e Go to Application servers -> server1 -> Web container ->
Custom Properties

v' Set CheckCookiesOnDispatch property to the value
true
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» Check Log Levels

e (o to Application servers -> server1 -> Logging and Tracing
-> Diagnostic Trace Service -> Change Log Detail Levels

e Change the logging level to severe (change *=info to
*=severe) and click Apply button

> Create Virtual Host entries
e Go to Environment -> Virtual Hosts
e Select default_host.

e Click on Host Aliases under Additional Properties. Make new
entries for HTTP and HTTPS ports belonging to each of the
cluster members. On each cluster member the HTTP and
HTTPS ports are given by entries WC_defaulthost and
WC_defaulthost_secure entries in the Servers -> Application
Servers -> ClusterMember -> Ports screen

e Select Mime Types under Additional Properties

e Add a new mime type image/gif and extension as G/F and
click Apply button.

> Check ProfileName

e Go to Servers -> Applications Servers and click on server1
(or the server that you created)

e Click on Java Process Management under Server
Infrastructure

e Click on Process Definition and click Java Virtual Machine
under Additional Properties

e Find a parameter called Generic JVM arguments and enter
the following value

-Dprofile.name=<yourprofilename>

(for example -Dprofile.name=PeopleSoft)

14.Install the PeopleSoft PIA

e Select Enterprise Applications -> Install New Application.
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e Select Browse and navigate to the local path containing the
EAR file (the EAR file was created in step 6f ). Click Next.
This step will take sometime for EAR to get uploaded.
Windows: C:\PS HOME\peoplesoft.ear
Unix: /PS HOME/peoplesoft.ear

Preparing for the application installation

Specify the EAR, WAR, JAR, or SAR module to upload and install,

Path to the new application
% Local file systarn

Full path
[D i\ pta4 9, SETUPVPsMpPT)| Browse. .

' Remote file systarm

Browse.,,

Conkext root

| Used only for standalone Web modules [Lwar files) and SIP
rmodules [ zar files)

Howr do you want to install the application?

G Prampt me only when additional inforrmation is required,

" Show me all installation options and parametars,

e Using the values recorded in step 6b during the PIA install, set
Directory to Install Application to
PS HOME\webserv\<appname>\installedApps\<hostname>NodeC
ell\ which was the directory that the PIA was installed to on the
staging machine or WebSphere 1 instance. This value must
remain the same because the PIA contains hard coded references
to directory structures. Change Application Name to the value
specified in step 6b.
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Specify options far installing enterprize applications and modules,

-3 Step 1: Select Select installation options
installation options

Specify the various options that are available to prepare and
install wour application,

r Precornpile JavaServer Pages filas

Cirectory to install application

EEEl webszervipeopl

rmnodules

. MV Diztribute application

Step 4 Map

shared libraries M usze Binary Configuration

r Deploy enterprize beans

Application name

|penp|esnﬂ:

p Create MBeans for resources

M Enable clazs reloading

Reload interval in seconds
[o

r Ceploy Web servicas

¢ Note: If you want to enter any other PS_HOME and Application
Name, then beware of making the following changes inorder for
the application to work,

v' Open web.xml file on respective cluster members at the
location
PS_HOME/webserv/<appname>/installedApps/<hostname>
NodeCell/< application_name>/PORTAL and change
<param-value> in <init-param> to appropriate PS_HOME.
Similarly change can be made to web.xml for PSIGW Web
Module

v" Make sure to correct the library paths in psSharedLibrary in
Environment -> Shared Libraries screen for each cluster
member.

v' Make sure to correct the path values for JVM custom
properties java.util.logging.config.file and ps_vault for each
cluster member.

v" Inorder for certain utility scripts in the folder
PS_HOME/webserv/<appname>/installedApps/<hostname>
NodeCell/< application_name>/to work properly make sure
to correct the path values in utility scripts like
pskeymanager.cmd (or .sh), HashKeyGenerator.bat (or .sh),
StartSendMaster.bat (or .sh) etc
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e In Map modules to application servers check all the listed
modules and select the PeopleSoftCluster in the Clusters and
Servers listbox. Click Apply. The server mappings should change
to match the cluster name. To verify, look in the third column titled
Server. Click Next

Map modules to servers

in: tion options

Specify targets such as application servers or clustars of application servers whare you want to install the
Step 2: Map modules that are contained in your application. Modules can be installed on the same application szerver or
mwodules to servers dizpersed among several application servers, Also, specify the Web sarvers as targets that serve as
routers for requests to thiz application. The plug-in configuration file (plugin-cfg.xml) for each Web server
iz generated, based on the applications that are routed through,

Cluszters and Servers:

e e e Tt 4
webSphereicell=st-ibrz3acellll.node=peoplezoftiade,server=sarverl
webSphereicell=st-ibrn23acellll,node=st-ibm20.us. orade. carn-node,server=webserverl Apply

Salect| Maodule URI Sarver

i Portal PORTAL war, WEB- webSphereicell=st-
IMFweb, =l ibrizZacellll,node=peoplezoftiade,sarvar=sarverl

F Peigu PSIGW, war, WEB- WebSphare:cell=st-
d IMFfweb, xml ibmZ2acell0l,node=peoplesoftdode,server=sarvarl

i Psintarlink s PSIMNTERLIMKS. war, WEB- | webSphereicell=st-
IMFweb, =l ibrizZacellll,node=peoplezoftiade,sarvar=sarverl

F pSoL PESCL, war, WEB- WebSphare:cell=st-
IMFfweb, xml ibmZ2acell0l,node=peoplesoftdode,server=sarvarl

i PSEMHUE PSEMHUB, war, WEB- webSphereicell=st-
IMFweb, =l ibrizZacellll,node=peoplezoftiade,sarvar=sarverl

¥ FPeoplaSoft Portlet | pspc.war,WEB- WebSphare:cell=st-
Container IMFfweb, xml ibmZ2acell0l,node=peoplesoftdode,server=sarvarl

i testsuite testsuite, war, WEB- webSphereicell=st-
IMFweb, =l ibrizZacellll,node=peoplezoftiade,sarvar=sarverl

¥ werphast wzrptest. war, WER- WebSphare:cell=st-
P IMFfweb, xml ibmZ2acell0l,node=peoplesoftdode,server=sarvarl

— hellnnnrtletann war WER- | WehSnhers: rall==<t-

e In Map virtual hosts to Web modules screen, accept the
default_host as the Virtual Host for the Web Modules. No
changes are required. Click Next.
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e On the Summary screen, review your choices. If a problem is
seen, click Previous to correct the error. Make sure that the
application name and the Directory to Install Application match the
values used in the PIA installation in step 6b. Click Finish. This
step will take a few minutes.

Step 3: Summary

Summary

Surmrmary of installation options

application

Options Walues
Precormpile

JavaServer Pages Ma

files

Directory to install | Dihpt349

“webzervi834903domain\installedApps\84903domainMadeCell

beans

Distribute

N fes
application
Use I.E-lnar',l. Ma
Configuration
Deploy entarprise Ma

Application name

249023damain

Create MBeans for

configuration

e
resources
Enable clazs

. e

reloading
Reload interval in

u]
seconds
Depl_cu',' Web Mo
services
Validate Input warn
offfwarnftfail
Process embedded

Mo

File Permission

L II=TFE5# ¥, s0=TF554#, %, a=755#, %, 5|=7355

Copyright © 2009 Oracle, Inc. All rights reserved.

125



10/12/2009 Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

e Select option Save to Master Configuration. You will see a page that
displays the status of the PeopleSoft application install as successful.
Check the option Synchronize changes with Nodes. Click Save button.
This step will take a few minutes to copy the application to all the
nodes. The Configuration for all servers will be updated, and the EAR
file will be transferred and unpacked on all attached servers.

Click the Save button to update the master repositary with your changes. Click the Dizcard button to discard your changes and begin work
adain using the master repository configuration. Click the Cancel button to cortinue warking with your changes.

Total changed documents: 23

Yiewy items with changes

v Synchronize changes with Modes

Save| Discard | Cancel |

e Renaming JSESSIONID

v' Go to Enterprise Applications -> PeopleSoft application and select
Manage Modules link

v" Click on Portal.war

v Click on Session Management under Additional properties. Click
Enable cookies link and set the Cookie Name to be of the format
as <hostname>-<PIAport>-PORTAL-PSJSESSIONID (for example
PTA107-10001-PORTAL-PSJSESSIONID)

v If you have entered AuthtokenDomain during the PIA installation
enter the same for Cookie domain (for example .peoplesoft.com)
and click Apply

v Click on Session Management under Additional properties and
make sure to select the check box for Override session
management (ie., enable this option)

v Click on PeopleSoft Portlet Container (PSPC.war) module from the
table (when you click on Manage Modules)

v Follow the same steps for PSPC.war module and set the Cookie
Name to be of the format as <hostname>-<PIAport>-PORTLET-
PSJSESSIONID (for example PTA107-10001- PORTLET -
PSJSESSIONID)

v If you have entered AuthtokenDomain during the PIA installation
enter the same for Cookie domain (for example .peoplesoft.com
and Click Apply
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e Make sure to save all changes made to the configuration by selecting
Save changes to master repository from under System Administration
menu. Before saving make sure any change made to configuration
gets propagated to all cluster nodes by enabling the option
Synchronize changes with Nodes in Console Preferences screen.

15. If you have configured IBM HTTP Server (or any other webserver like
Sun Java or 1IS) as Reverse Proxy in front of the Deployment Manager,
make sure to add the HTTP and HTTPS port entries of the RPS server in
virtual host default_host. Then generate the webserver plugin plugin-
cfg.xml file and propagate it to the location where you have created the
RPS webserver definition.

16.Start the Cluster
i. Select Servers->Clusters
ii. Check PeopleSoftCluster
iii. Click Start

Message(s)

[ The start opetation on cluster PeopleSoftCluster has been inttisted. t may take several minutes far each cluster member to finish starting.

iv. When all of the servers in the cluster have started the
status icon will update to a solid green arrow.

v. If a message appears warning that a cluster member will
not be started, check that the node agent is running on
that machine (use the startNode.bat (or .sh) command
located in <PS_HOME>/webserv/<appname>/bin). Once
that node agent is started, select the cluster and click
Start to start the cluster member.

Message(s)

My Cluster member clusterMember-sc-ibm38 will not be started because the MNode Agert on node sc-bm38MNode iz not active. Cluster members can be
started individuslly from the cluster member collection panel.

G} The start operation on cluster PeapleSaoftCluster has been intisted. t may take several minutes for each cluster member to finish starting.

Additional Resources

> WebSphere Network Deployment V6.1 Info Center

http://publib.boulder.ibm.com/infocenter/wasinfo/v6ri/index.jsp?topic=/com.ib
m.websphere.nd.multiplatform.doc/info/welcome nd.html

» WebSphere V6.1 Supported Platforms
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http://www-01.ibm.com/support/docview.wss?rs=180&uid=swg27007651

» WebSphere Redbooks (http://www.redbooks.ibm.com)

WebSphere Application Server V6.1 System Management & Configuration
(SG24-7304-00)

WebSphere Application Server V6.1: Security Handbook (SG24-6316-01)

WebSphere Application Server V6: Scalability and Performance Handbook
(SG24-6392-00)

CONFIGURING A WEBSPHERE CLUSTER WITH PEOPLETOOLS
8.50

WebSphere 7.0 is the certified webserver for PT 8.50 release. The steps to
create a cluster with WebSphere 7.0 remains largely similar to WebSphere
6.1 barring a few changes in the screenshots. There are also some minor
changes in the way PeopleSoft is deployed in PT 8.50 release as opposed to
PT 8.49 release.

Configuring a WebSphere Cluster using WAS ND 7.0

1. Install WebSphere Application Server ND 7.0 on multiple
servers(WebSphere 1to WebSphere N) as per your requirement. Use
the instructions provided in the PeopleTools 8.50 Install Guide.

2. Install PIA from PT 8.50 and select Single Server Installation on one of
the WebSphere servers (WebSphere1). Use the instructions provided in
the PeopleTools 8.50 Install Guide.

3. Select one of the servers to host the Deployment Manager from the
available WebSphere servers (WebSphere1, WebSphere
2....WebSphere N).

4. On the machine which will host DM (Deployment Manager), assume that it
is server WebSphere1, use Profile Management Tool and create a
Deployment Manager profile. Follow the steps listed below to create the
DM profile,

e Goto WAS_HOME\bin\ProfileManagement\bin\ and run
PMT.bat (or .sh) and this will bring up a profile creation tool
wizard.

e Select Management profile type and select Deployment
Manager server type under it.
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i Profile Management Tool 7,0

Environment Selection

atss

Select a specific bype of environment to create.
Environments:
{21 WebSphere Application Server
L Cell {deplovrent manager and a Federated application server)
| lanagement
. aipplication server
- Custom profile
. Secure proxy {configuration-only)

Drescription

A management profile provides the server and services for managing multiple application server environments. The administrative agent manages application
sepwvers on the same maching. The Network Deployment edition alsa includes a deployment manager for tightly coupled management and a job manager For loosely
coupled management of kopologies distributed over multiple machines,

Ey Profile Management Tool 7.0

Server Type Selection

Select the type of server bo be created within this management profile

() Administrative agent

An administrative agent provides management capabilicy For mulkiple stand-alone application servers. An administr ative agent can manage only the application
servers that exist within the same installation on one machine.

@ Deployment manager

A deployment manager provides management capability For multiple federated nodes. & deployment manager can manage nodes that span multiple systems and
platforms. The nodes that are managed by a deplovment manager can only be managed by a single deplovment manager and must be federated to the cell of
that deployment manager.

) Job manager

A job manager provides management capability For multiple stand-alone application servers, administrative agents, and deployment managers. The job manager
can manage nodes that span mulkiple systems and platforms. The nodes that are managed by one job manager also can be managed by other job managers,

e Select Advanced Profile creation option and click Next
e Select Deploy the administrative console option and click Next

e Select a name for profile and the location where the profile will be
created and click Next

o Keep the node name, cell name and hosthame same and click
Next

e Uncheck the Enable administrative security option and click Next
o Keep the port values as assigned and click Next

¢ Uncheck the Run Deployment Manager as windows service option
and click Next

Copyright © 2009 Oracle, Inc. All rights reserved. 129



10/12/2009 Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

o Verify all the items on the Profile Creation summary page and click
create button

This will create a Deployment manager profile and you can use it setup
the cluster.

5. If using a webserver (like IBM HTTP Server, Sun Java Webserver or 11S)
as Reverse Proxy Server in front of DM, install a supported webserver on
HTTPServer machine. Use the instructions provided in the PeopleTools
8.50 Install guide.

6. On WebSphere1, install the PIA as mentioned in step 2, record settings.

a. Install PIA using the instructions in the PeopleTools 8.50 Install
guide.

b. Record PS_HOME, AuthTokenDomain, Application Name and
psreports path. This information is very important and should
be saved for future reference.

Note: The value for PS_HOME will be used by all machines in
the cluster, so make sure the path is valid for each machine.
The same values of PS_HOME and application name need to
be used when custom profiles are created on WebSphere 2 to
WebSphere N instances

c. Create any additional PeopleSoft sites.
d. Perform any required customizations.
e. Test to ensure setup works.

f. Execute WebSphere’s EARExpander from
PS_HOME/webserv/<appname>/bin to create an EAR file with
the customizations.

Windows:

C:\<PS_HOME>\webserv\<appname>\bin\EARExpander.
bat -ear C:\<PS HOME>\peoplesoft.ear -
operationDir
C:\<PS_HOME>\webserv\<appname>\installedApps\<h
ostname>NodeCell\<appname>.ear —-operation
collapse

Unix:

/<PS_HOME>/
webserv/<appname>/bin/EARExpander.sh —-ear
/<PS_HOME>/peoplesoft.ear -operationDir
/<PS_HOME>/webserv/<appname>/installedApps/<hos
tname>NodeCell/<appname>.ear —operation
collapse
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Be sure the Deployment Manager is started on the machine where you
installed DM profile

Windows: DeploymentManager Home\bin\startManager.bat

Unix: DeploymentManager Home/bin/startManager.sh

Where DeploymentManager_Home is the location of the DM profile
that you have created on step 4.

7. On WebSphere2 to WebSphereN, create Custom profiles and add these
nodes to DM.

a. Before federating the node, check that the date and times for
the machines are within 5 minutes of each other. If the
machines do not have similar times, an error message will
appear and the node will not be added.

b. The Deployment Manager machine and the Node Agent
machine must be able to resolve the hostnames of each other.
To test, use the hostname with the ping command.

c. Create Custom profiles on machines WebSphere 2 to
WebSphere N using the Profile Management Tool as described
in step 4, but select Custom Profile under Environment
Selection. Enter the profilename same as the application name
you have given during step 6b and set the profile path same as
the PIA installation path where the profile gets created under
PS_HOME\webserv during the normal PIA install. Keep the
Nodename and Cellname with default values.

8. On WebSphere1, add the node to DM (assuming DM is also installed on
WebSphere 1) using the following command:

Windows:

PS HOME\webserv\<appname>\bin\addNode.bat
<DeploymentManager host> <8879>

Unix:
PS HOME/webserv/<appname>/bin/addNode.sh
<DeploymentManager host> <8879>

where <DeploymentManager_host> is the DeploymentManager
hostname and <8879> is the SOAP connector port for example. This
will stop any servers currently running on the node.

Note: DM’s SOAP port is listed in AboutThisProfile.txt located in
DeploymentManager_Home\logs.

9. The NodeManager will be started as part of the addNode command. If
not, start the NodeManager using:
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Windows: PS HOME\webserv\<appname>\bin\startNode.bat
Unix: PS HOME/webserv/<appname>/bin/startNode.sh

10. On the rest of the WebSphere instances Websphere?2...... WebSphere N
where you have installed customer profiles, run the addnode command to
add node to DM.

11. Open a browser and access the WebSphere Administrative Console
pointing to the DeploymentManager_host machine

e.g. http://<DeploymentManager host>:9060/ibm/console

Note: DM’s admin console port is listed in AboutThisProfile.txt located in
DeploymentManager_Home\logs.

12. Create a cluster

a. Select Servers -> Clusters -> WebSphere application server
clusters

b. Click New to create a cluster.

c. Call the new cluster PsftCluster. Select option Create the
member using an existing application server as a template and
choose the server1 that came with the PIA install on
WebSphere 1 instance. Click Next.

[:'réa!:e a new a|::|=|.|5':1-:er

Create a new cluster

=3 Step 1: Enterbasic Enter basic cluster information
cluster information e - - -
* Cluster name
|Psftcluster

Prefer local, Specifies whether enterprize bean

requests will be routed to the node on which the cient
resides when paossible,

D Configure HTTP seszion mermory-to-rmerory
replication

l r'-.IextI ' Cancel ]

d. Add one or more cluster members (depending on the number of
application servers) to this cluster.

i. Enter a Name for the new cluster member (ex.
PsftClusterMbr1).

ii. From the drop down list, select the Node that the cluster
member is to be associated with. Remember that a
cluster can be deployed across multiple nodes with
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multiple cluster members on each node. If using
different nodes, make sure to select a different node for
the cluster members.

iii. Select the checkbox to Generate unique HTTP ports.
WebSphere will assign unique ports to the new cluster
member. These ports should be double checked to
prevent interference with other applications’ ports. Click
Next.

Create a new cluster £ |[=

Create 3 new cluster

st cluster member

The first cluster mermber determines the server settings for the cluster

—¥ Step 2: Eraate first rmermbers, A server configuration ternplate is created from the first rmember
cluster member and stared as part of the cluster data, Additional cluster members are

copied from this termplate.

* Mermber narme
lF‘sFtCIusterMbEl_._ |

Selaect node
| psftciusterMbribada(ND 7.0,0.0) (% |

# Waight
[z | (o..zm

Generate unigue HTTP ports

Select basis for first cluster member:

() creste the member using an application server tamplate,
default

@ Create the rmember using an existing application server asz a

termplate.
| PTALO07Cell0ilf/psftClusterMbriNode(ND 7.0.0,0)f serverl &

O Create the member by converting an existing application server,
PTALG7 CallolfpsficlusterMbriNodeND 7.0, 0.0 sarverl

O Mone. Create an empty cluster,

[ Previous ] Next] Cancel l

iv. The new cluster member will appear in the application
server list.

v. Repeat steps i-iv to add one or more cluster members on
each node. For best performance, balance the cluster
members across multiple nodes. When finished adding
cluster members, click Next.

vi. A summary of the changes will appear. Click Finish to
create the cluster members.
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1;: Enter baszi
atinforn

Treate first

additicnal
rmembers

=¥ Step 4: Sumnmary

Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

Summary

Surmmary of ackions:

Options

Values

Cluster Mame

PeftCluster

Core Sroup

DefaulktZoreGroup

Mode group DefaultModeSraup
Prafer local true

Configure HTTR

session

rerory-to- falze

rhermory
replication

Server name

PettClusterMbrl

Maode

psftClusterMbrifode(MD 7.0,0.0)

Weaight

2

Clone Template

PTALO0ZCell0l/psftClusterMbriModelMD
7.0.0.0) servarl

Clone Basis

Create the member using an existing
application server az a ternplate.

Generate
unigque HTTP
parts '

true

Server namse

PeftClustermbrz

Maode

PTA107Mode0Z(MD 7.0,0.0)

Waight

2

Clone Termplate

Version 7 member template

Genarate
unigque HTTP
potts

true

vii. You will see a warning message that changes have been
made. You will need to save the changes by clicking the
Save link and saving the configuration. Be sure to select
“Synchronize changes with Nodes” to allow the nodes to
be updated with changes.

viii. On each cluster member (typically a server), make sure
all the properties are set properly as mentioned in step

13.

13. Open a browser and access the WebSphere Administrative Console
pointing to the DeploymentManager_host machine.

eg. http://<DeploymentManager host>:9060/ibm/console

If you have created servers based on the application server template
of WebSphere 1 instance, make sure the servers on WebSphere 2 to
WebSphere N and the peoplesoft application has the custom

properties set properly as listed below.
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Note: If these properties or configuration is already set, do not change
any settings. These steps are listed here to make sure that the PIA
configuration is setup properly in the Cluster setup.

» Check shared library

Copyright © 2009 Oracle, Inc. All rights reserved.

Go to Environment -> Shared Libraries and click on New

Enter the name as psSharedLibrary and select the scope
of the library to Node and server1 (or the server you have
created) in the AS profile

Enter the classpath details as given in this example (the
example values are given assuming that you have
installed PIA into PS_HOME as C:/PT8.50 and entered
the application name as psftClusterMbr1)

C:/PT8.50/webserv/psftClusterMbrl/installe
dApps/psftClusterMbrlNodeCell/psftClusterM
brl.ear/PSIGW.war/WEB-INF/lib/mail.jar

C:/PT8.50/webserv/psftClusterMbrl/installe
dApps/psftClusterMbrlNodeCell/psftClusterM
brl.ear/PSIGW.war/WEB-
INF/lib/activation. jar

C:/PT8.50/webserv/psftClusterMbrl/installe
dApps/psftClusterMbrlNodeCell/psftClusterM
brl.ear/lib/pluto-1.0.1.]jar

C:/PT8.50/webserv/psftClusterMbrl/installe
dApps/psftClusterMbrlNodeCell/psftClusterM
brl.ear/lib/portlet-api-1.0.jar

C:/PT8.50/webserv/psftClusterMbrl/installe
dApps/psftClusterMbrlNodeCell/psftClusterM
brl.ear/lib/saaj.jar

C:/PT8.50/webserv/psftClusterMbrl/installe
dApps/psftClusterMbrlNodeCell/psftClusterM
brl.ear/lib/xalan.jar

After adding the library, associate this library with
serveri(or the server that you created) by doing the

following actions,

v

v

v

Go to Server1 -> Java and process managemenet ->
class loader

Create a new ClasslLoader and select Classes loaded
wih parent class loader first as the order

Select Shared library references under Additional
properties
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v' Add a library by selecting the library from the drop
down list of libraries

> Create new Virtual Host entries

e Go to Environment -> Virtual Hosts. Create new virtual hosts
namely pia_host, psol_host and psemhub_host.

e Select pia_host.

e Click on Host Aliases under Additional Properties. Make new
entries for HTTP and HTTPS ports belonging to each of the
cluster members. On each cluster member the HTTP and
HTTPS ports are given by entries WC_defaulthost and
WC_defaulthost_secure entries in the Servers -> Application
Servers -> ClusterMember -> Ports screen

e Click on Mime Types under Additional Properties.
Add a new mime type entry image/gif and extension
as GIF

e Repeat the same by adding new Host Alias and Mime
Type entries under other virtual hosts like psol_host
and psemhub_host as well.

» Check Custom Properties

e (o to Servers -> Applications Servers -> server1 (or the
server that you created)

e (o to Java and Process Management under Server
Infrastructure, click on Process Definition

e Click on Java Virtual Machine under Additional properties
e Click on Custom Properties under Additional Properties

e Enter the following properties (the example values are
given assuming that you have installed PIA into
PS_HOME as C:/PT8.50 and entered the application
name as psftClusterMbr1)

v Set HttpSessionldReuse property to false

v’ Set java.util.logging.config.file property to the path
value like
C./PT8.50/webserv/psftClusterMbri/installedApps/psf
tClusterMbr1NodeCell/psftClusterMbr1.ear/logging.pr
operties
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v’ Set
Java.util.logging.configureBylLoggingPropertiesFile
property to true

v Set ps_vault property to path value like
C./PT8.50/webserv/psftClusterMbr1/installedApps/psf
tClusterMbr1NodeCell/psftClusterMbr1.ear/psvault

e Go to Application servers -> server1 -> Web container ->
Web container transport chains -> WCInboundDefault ->
HTTP inbound channel (HTTP_2) -> Custom Properties

v Set CookiesConfigureNoCache property to the value
false

e (o to Application servers -> server1 -> Web container ->
Web container transport chains ->
WCInboundDefaultSecure -> HTTP inbound channel
(HTTP_4) -> Custom Properties

v Set CookiesConfigureNoCache property to the value
false

e Go to Application servers -> server1 -> Web container ->
Custom Properties

v' Set CheckCookiesOnDispatch property to the value
true

v Set HttpSessionldLength property to the value 32

e Go to Application servers -> server1 -> Web container.
Select pia_host from the Default virtual host drop down list
box.

» Check Log Levels

o Go to Application servers -> server1 -> Logging and
Tracing -> Diagnostic Trace Service -> Change Log
Detail Levels

e Change the logging level to severe (change *=info to
*=severe) and click Apply button

> Check ProfileName

o Go to Servers -> Applications Servers and click on
server1 (or the server that you created)

e Click on Java Process Management under Server
Infrastructure
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e Click on Process Definition and click Java Virtual
Machine under Additional Properties

e Find a parameter called Generic JVM arguments and
enter the following value

-Dprofile.name=<yourprofilename>

(for example -Dprofile.name=PeopleSoft)

14. Install the PeopleSoft PIA

Select Enterprise Applications -> Install New Application

Select Browse and navigate to the local path containing the EAR
file (the EAR file was created in step 6f). Select the EAR file.

Windows: C:\<PS HOME>\peoplesoft.ear

Unix: /<PS HOME>/peoplesoft.ear

Click Next. This step will take sometime as the ear file is
uploaded to WebSphere

T i, A AT e B P
|.':'.l'.-i"r.'I =iz --.'r.'|..'|:l..-f.|-\.:"«.--|'.\

Preparing for the application installation

Specify the EAR, WAR, JAR, or SAR module to upload and install.

Path to the new application
'C‘:*} Local file syster

Full path
k\PT2.50-804-R1\websi| Browse.. |

C‘ Rerncte file svstemn

Nextl Cancel |

Select Fast Path installation scenario. Click Next
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Preparing for the application installation

Howr do you vrant o install the application?

G’_} Fast Path - Prormpt only when additional information is required.

C:' Cetailed - Show all installation aptions and parameters,

Choosze to generate default bindings and rmappings

Previous I .r'-.lext| | Cancel |

e Using the values recorded in step 6b during the PIA install, set
Directory to Install Application to
PS _HOME\webserv\<appname>\installedApps\<hostname>Node
Cell\ which was the directory that the PIA was installed to on the
staging machine or WebSphere 1 instance. This value must
remain the same because the PIA configuration files/scripts
contains hard coded references to directory structures. Change
Application Name to the value specified in step 6b.
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Install Nevr Application

Specify options for installing enterprise applications and modules,

=3 Step 1: Select e atl ﬁﬁﬁ%’ﬁg

installation options

Specify the various options that are available to prepare and install your application.

D Precompile JavaServer Pages files

Directary to install application
|cpTE.50-804-R1\webs|

Distribute application
D Uze Binary Configuration

I:‘ Deploy enterprise beans

Application name
|_piFtC|usterMbr1| |

Create MBeans for resources

Override dass reloading settings for Web and EIB modules

Reload interval in seconds
o

I:‘ Deplay Web services

SurnErY
Validate Input offfwarn/fail
warn W

I:‘ Process emmbedded configuration

File Permission

Allaw all files to be read but not written to
Allaw executables to execute
Allow HTML and irnage files to be read by everpone

|.*\.d||=?55#.*\.so=?55#.*\.a=?55#.*\.s|=?55

Application Build ID
|Unkn0wn |

D Allaw dispatching includes ta remote rezsources

D Allaw zervicing includes from remote resources
Business level application name
&eate Mew BLA %
Asynchronous Request Dispatch Type
Disabled %

D Allaw EJB reference targets to rezalve automatically

¢ Note: If you want to enter any other PS_HOME and Application
Name, then beware of making the following changes inorder for
the application to work,

v' Open web.xml file on respective cluster members at the
location
PS_HOME/webserv/<appname>/installedApps/<hostname>
NodeCell/< application_name>/PORTAL and change
<param-value> in <init-param> to appropriate PS_HOME.
Similarly change can be made to web.xml for PSIGW Web
Module
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v' Make sure to correct the library paths in psSharedLibrary in
Environment -> Shared Libraries screen for each cluster
member.

v' Make sure to correct the path values for JVM custom
properties java.util.logging.config.file and ps_vault for each
cluster member.

v" Inorder for certain utility scripts in the folder
PS HOME/webserv/<appname>/installedApps/<hostname>
NodeCell/< application_name>/to work properly make sure
to correct the path values in utility scripts like
pskeymanager.cmd (or .sh), HashKeyGenerator.bat (or .sh),
StartSendMaster.bat (or .sh) etc

In Map modules to servers screen select all the listed web
modules and select the PsftCluster as the target cluster for entire
application. Click Apply. The server mappings should change to
match the cluster name.

Map modules to servers

Specify targets such as application servers or clusters of application zervers where vou want to install the
rmodules that are contained in your application, Maodules can be installad on the zame application server
ot dispersed among several application servers, Also, specify the Web servers as targets that serve as
routers for requests to this application, The plug-in configuration file (plugin-cfg.=rml) for each Web
server iz generated, based on the applications that are routed through,

ters and servers:

W e 07 Callil custer=RPsftdluztar. | y
.WebSphere cell= PTﬁlD?CeIIDl node= psftCIusterMbrlNu:-de serder=saryarl | | Apply

| select Maodule | URI | server
PORTAL war, WEE- WebSpheraicell=PTALI07 Cell0l, cluster=PsftCluster
=] Partal
INF/web, =ml
I:l 1 PSIGW . war, WEB- websSphere:cell=PTA107Cell0l, custer=PzftCluster
Pzigw
| IMFfweb. =ml
- - FSIMTERLIMNKS, war, WEE- | WebSphera:cell=PTAal07Cell0l, cluster=PsHCluster
| Psinterlinks
| INFfweb, xml
PSOL, war, WER- WebSphere:cell=PTA107CellOl, cluster=PsfClustar
[0 |esoL
| INF/web, xml
I:l FSEMHUEB, war, WER- wabSpheraicell=PTAl07Cell0l.cluster=PsftCluster
PSEMHLE
| IMFfweb, xml
m FeopleSoft Portlet | pspcowar, WEBR- WebSpheraicell=PTAL107 Cell0l, cluster=PsftCluster
| Container IMFfweb, =ml
2 | testsuite,war, WEB- webSphere:cell=PTA107CellOl, cluster=PsftClustar
D tastzuite
| IMFfweb. =ml
werptest war, WER- WabSpheraicell=PTA107 Cell0l.cluster=PsftCluster
|:| wzrptest
| INFfweb, xml
7 BallE et e helloportletapp, war, WEB- | WebSphere:cell=PTAL07 Cell0l, custer=PsfClustar

INF/web, =ml

In Map virtual hosts for Web modules screen, select appropriate
virtual hosts for each web module. PSOL module should be
assigned to psol_host, PSEMHUB module should be assigned to
psemhub_host and PORTAL and other web modules should be
assigned to pia_host.
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;'Iap u;tual hosts fur;d'e-h mudu-les -
Specify the virtual host where you want to install the Web
rmodules that are contained in vour application, You can
install Web modules on the same virtual host or disperse
thermn armong several hosts,

Apply Multiple Mappings
: Select: Web maodule :‘Jir'tual host
] Paortal ._pia__h_nit V
[l | Ppsig [piahost v
- ] Pzintatlinks :_pia__h_nit V
[0 |pseL [psalhost v
- ET .F'SEMHLIE- | '_psen-.'l-.ul':._:ll.ngt v
= PeopleSoft Partlet Container | | pia_haost V
- I:l .testsuite | :_Pia__h_nst V
D warptast | pia_host V
- I:l .hellnpnr‘tletapp.war ._Pia___h_nst V

e On the Summary screen, review your choices. If a problem is
seen, click Previous to correct the error. Make sure that the
Application Name and the Directory to Install Application match
the values used in the PIA installation in step 6b. Click Finish.
This step will take a few minutes. If a cluster member is on a
different PS_HOME then you need to manually deploy the EAR
file using EARExpander -operation expand -expansionFlags war
option.
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Summary
Sumrmary of installation options
Options Values
Precormpile
JavaServer Pages Mo
files
Cirectory to install CHOPTR.50-204-Rl\webserv peftClustarMbrl
application vinstalledAppsipsftClusterMbriNodeCell
Cistribute
: ] Yes
application
Use Binary
Configuration S
Ceplow enterprize Ma
beans
Application name psftClusterMbrl
Create MBeans for
es
resources
Ouerride class
reloading settings
for Web and EJB et
rmodules
Reload interval in
u]
seconds
Depl_cu,' Web Mo
services
Validate Input e
offf warnfFail
Process embedded
; L Mo
configuration
File Permission L AI=TS55 4., s0=T55#, %, a=755#, %\, 5|=755
Application Build I | Unknown
Allow dispatching
includes to rermota | Mo
resources
Allow servicing
includes fraorm Mo
rermote resources
Buziness level
application name
Azvnchronous
Request Dizpatch Cizabled
Tupe
Allow EIB reference
targets to resolve Mo
autornatically
e Select option Save to Master Configuration. You will see a page

that displays the status of the PeopleSoft application install as
successful. Check the option Synchronize changes with Nodes.
Click Save button. This step will take a few minutes to copy the
application to all the nodes. The Configuration for all servers will
be updated, and the EAR file will be transferred and unpacked on

all attached servers

e Renaming JSESSIONID

Copyright © 2009 Oracle, Inc. All rights reserved.

143



10/12/2009 Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

v' Go to Enterprise Applications -> PeopleSoft application and
select Manage Modules link

v" Click on Portal.war

v Click on Session Management under Additional properties.
Click Enable cookies link and set the Cookie Name to be of
the format as <hostname>-<PIAport>-PORTAL-
PSJSESSIONID (for example PTA107-10001-PORTAL-
PSJSESSIONID)

v If you have entered AuthtokenDomain during the PIA
installation enter the same for Cookie domain (for example
.peoplesoft.com) and click Apply

v Click on Session Management under Additional properties
and make sure to select the check box for Override session
management (ie., enable this option)

v Click on PeopleSoft Portlet Container (PSPC.war) module
from the table (when you click on Manage Modules)

v" Follow the same steps for PSPC.war module and set the
Cookie Name to be of the format as <hostname>-<PIAport>-
PORTLET-PSJSESSIONID (for example PTA107-10001-
PORTLET -PSJSESSIONID)

v If you have entered AuthtokenDomain during the PIA
installation enter the same for Cookie domain (for example
.peoplesoft.com and Click Apply

e Make sure to save all changes made to the configuration by
selecting Save changes to master repository from under System
Administration menu. Before saving make sure any change made
to configuration gets propagated to all cluster nodes by enabling
the option Synchronize changes with Nodes in Console
Preferences screen.

15. If you have configured IBM HTTP Server (or any other webserver like
Sun Java or 11S) as Reverse Proxy in front of the Deployment Manager,
make sure to add the HTTP and HTTPS port entries of the RPS server in
virtual hosts pia_host, psol_host and psemhub_host. Then generate the
webserver plugin plugin-cfg.xml file and propagate it to the location where
you have created the RPS webserver definition.

16. Start the Cluster
e Go to Servers -> Clusters -> Application server clusters screen

e Select PsftCluster cluster. Click Start

Copyright © 2009 Oracle, Inc. All rights reserved. 144



10/12/2009 Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

e When all of the servers in the cluster have started the status icon
will update to a solid green arrow. This usually takes a few
minutes.

e |If a message appears warning that a cluster member will not be
started, check that the node agent is running on that machine (use
the startNode.bat (or .sh) command located in
<PS_HOME>/webserv/<appname>/bin). Once that node agent is
started, select the cluster and click start to start the cluster
member

Additional Resources

> WebSphere Network Deployment V7.0 Info Center

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/index.jsp?topic=/com.ib
m.websphere.nd.multiplatform.doc/info/welcome nd.html

» WebSphere V7.0 Supported Platforms

http://www-01.ibm.com/support/docview.wss?rs=180&uid=swg27012284

» WebSphere Redbooks (http://www.redbooks.ibm.com)

WebSphere Application Server V7: Concepts, Planning and Design (SG24-
7708-00)

WebSphere Application Server V7.0: Technical Overview (REDP-4482-00)
Books from WebSphere 7.0 ND Library

CONFIGURING AN ORACLE APPLICATION SERVER CLUSTER
WITH PEOPLETOOLS 8.47 — 8.48

Oracle Application Server Clustering Process Overview

To create an OAS cluster, the PIA must first be deployed to an OC4J
component of OAS Instance and then customized (adding additional
PeopleSoft sites, html customizations, etc.). The PIA deployed to the OC4J
instance will then be exported as an ear file. The ear file can then be
deployed to a cluster. It is strongly recommended that the initial OC4J
instance be used as a staging server to update with patches and
customizations to the PIA. Updates can be exported as an ear file to be
deployed to the cluster.
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NOTE:

The staging server should be on the same operating system as the
production environment. The hard coded directory links in the PIA
require that the PIA ear be installed to the same directory in each
environment.

There are some extra steps required to deploy PIA to an OAS cluster. Here is
a high level overview of the clustering process. The step-by-step process
follows in the next section.

1. Install OAS.
2. Install the PIA into a single or multiple OAS OC4J instance(s).
3. Manually recreate the ear file(s).
4. Undeploy the application(s) from the OAS OC4J instance(s)
5. Create a Farm as new file-based repository.
6. Add the OAS instances to the farm.
7. Setup the cluster between the instances.
8. Deploy the manually recreated ear file onto the OAS OC4J instance.
9. Post cluster setup.
Note: Steps 7 & 8 can be interchanged

Recreating application EAR file

Single Component Deployment

Recreating peoplesoft-OAS.ear file
1. Create a temp directory, example C:\oracleEAR

2. Copy the $SORACLE_HOMEI/j2ee/<application-
name>/applications/<application-name> directory into the newly
created temp directory C:\oracleEAR

3. Create WAR files

a. PORTAL
cd C:/oracleEAR/<application-name>/PORTAL
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Jar -cvf ../PORTAL.war *

cd ..

Remove directory C:/oracleEAR/<application-
name>/PORTAL

b. PSIGW
cd C:/oracleEAR/<application-name>/PSIGW
jar -cvf ../PSIGW.war *
cd ..
Remove directory C:/oracleEAR/<application-name>/PSIGW

c. PSINTERLINKS
cd C:/oracleEAR/<application-name>/PSINTERLINKS
jar -cvf ../PSINTERLINKS.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/PSINTERLINKS

d. PSEMHUB
cd C:./oracleEAR/<application-name>/PSEMHUB
jar -cvf ../PSEMHUB.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/PSEMHUB

e. PSOL
cd C:/oracleEAR/<application-name>/PSOL
jar -cvf../PSOL.war *
cd ..
Remove directory C:/oracleEAR/<application-name>/PSOL

f. pspc
cd C:/oracleEAR/<application-name>/pspc
jJar -cvf ../pspc.war *
cd ..
Remove directory C:/oracleEAR/<application-name>/pspc

g. helloportletapp
cd C:/oracleEAR/<application-name>/helloportletapp
Jar -cvf ../helloportletapp.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/helloportletapp

h. wsrptest
cd C:/oracleEAR/<application-name>/wsrptest
Jar -cvf ../wsrptest.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/wsrptest
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i. testsuite
cd C:/oracleEAR/<application-name>/testsuite
Jar -cvf ../testsuite.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/testsuite

4. Finally create the peoplesoft-OAS.ear file
cd C:/oracleEAR/<application-name>
Jar -cvf ../peoplesoft-OAS.ear *

Multi Component Deployment
= Recreating PIA.ear file
1. Create a temp directory, example C:\oracleEAR

2. Copy the $SORACLE_HOME/j2ee/<PIA _application-
name>/applications/<application-name> directory into the newly
created temp directory C:\oracleEAR

3. Create WAR files

a. PORTAL
cd C:/oracleEAR/<application-name>/PORTAL
Jar -cvf../PORTAL.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/PORTAL

b. PSIGW
cd C:/oracleEAR/<application-name>/PSIGW
jJar -cvf ../PSIGW.war *
cd ..
Remove directory C:/oracleEAR/<application-name>/PSIGW

c. PSINTERLINKS
cd C:/oracleEAR/<application-name>/PSINTERLINKS
jJar -cvf ../PSINTERLINKS.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/PSINTERLINKS

d. pspc
cd C:/oracleEAR/<application-name>/pspc
jJar -cvf ../pspc.war *
cd ..
Remove directory C:/oracleEAR/<application-name>/pspc
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e. helloportletapp
cd C:/oracleEAR/<application-name>/helloportletapp
Jar -cvf ../helloportletapp.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/helloportletapp

f. wsrptest
cd C:./oracleEAR/<application-name>/wsrptest
Jar -cvf ../wsrptest.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/wsrptest

g. testsuite
cd C:/oracleEAR/<application-name>/testsuite
Jar -cvf ../testsuite.war *
cd ..
Remove directory C:/oracleEAR/<application-
name>/testsuite

4. Finally create the PlA.ear file

cd C:/oracleEAR/<application-name>
Jar -cvf ../PlA.ear *

= Recreating PSEMHUB.ear file

1.
2.

-_—

Create a temp directory, example C:\oracleEAR

Copy the SORACLE_HOME/j2ee/<PSEMHUB_application-
name>/applications/<application-name> directory into the newly
created temp directory C:\oracleEAR

Create WAR files

a. PSEMHUB
cd C:./oracleEAR/<application-name>/PSEMHUB
jar -cvf ../PSEMHUB.war *
cd ..

Remove directory C:/oracleEAR/<application-
name>/PSEMHUB

Finally create the PSEMHUB.ear file
cd C:/oracleEAR/<application-name>
Jar -cvf ../PSEMHUB.ear *

Recreating PSOL.ear file

. Create a temp directory, example C:\oracleEAR
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2. Copy the SORACLE_HOME/j2ee/<PSOL _application-
name>/applications/<application-name> directory into the newly
created temp directory C:\oracleEAR

3. Create WAR files

a. PSOL
cd C:/oracleEAR/<application-name>/PSOL
jar -cvf../PSOL.war *
cd ..
Remove directory C:/oracleEAR/<application-name>/PSOL

4. Finally create the PSOL.ear file
cd C:/oracleEAR/<application-name>
Jar -cvf ../PSOL.ear *

DCM-Managed Oracle Application Server Clusters

When administering a DCM-Managed OracleAS Cluster, an administrator
uses either Application Server Control Console or dcmctl commands to
manage and configure common configuration information on one Oracle
Application Server instance. DCM then propagates and replicates the
common configuration information across all Oracle Application Server
instances within the DCM-Managed OracleAS Cluster. The common
configuration information for the cluster is called the cluster-wide
configuration.

Each application server instance in a DCM-Managed OracleAS Cluster has
the same base configuration. The base configuration contains the cluster-
wide configuration and excludes instance-specific parameters.

Creating DCM-Managed OracleAS Clusters

An OracleAS Farm contains a collection of Oracle Application Server
instances. In an OracleAS Farm, you can view a list of all application server
instances when you start Application Server Control Console. The application
server instances shown in the Standalone Instances area on the Application
Server Control Console Farm Home Page are available to be added to DCM-
Managed OracleAS Clusters.

Each Oracle Application Server Farm has the characteristic that it uses either
a File Based Repository or a Database-Based Repository. The steps for
associating an application server instance with an OracleAS Farm differ
depending on the type of the respiratory.

Creating an OracleAS File-based Farm Repository Host

You can instruct the Oracle Application Server installer to create an OracleAS
File-based Farm when you install Oracle Application Server. If you did not
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create an OracleAS Filebased Farm during installation, then you can create
the OracleAS File-based Farm with the following steps.

1. Using the Application Server Control Console for the instance that you
want to use as the repository host, select the Infrastructure link to
navigate to the Infrastructure page. If a repository is not configured,
then the Farm Repository field shows "Not Configured”, as shown in

Figure-1.

Figure -1 Application Server Control Console Farm Repository
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2. On the Infrastructure page, in the OracleAS Farm Repository
Management area, select the Configure button to start the Configure
OracleAS Farm Repository wizard. The repository creation wizard
appears. The appropriate host name appears under Configure Oracle
Farm Repository Source. Select the New file-based repository button
and select next, as shown in Figure -2.

Figure -2 Application Server Control Console Create Repository
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CRACLE Enterprise Manager g
Application Server Control

s Topology  Preferences  Hel

LY

=@,

Sowrce rtarnet

irectory  Location  “alidation
[ Cancel ] Step 1 of 4 [Mext )
Configure Oracle AS Farm Repository: Source
CracleAS Inctance  mysorver mycompany.com

Select the source repository inwhich the farm is defined.

Uze thi= when the farm iz defined in a detabase-be=sd reoosit oy that i=r l:l\:iai.cl el with the Int=rnst Dirsctor ¥ LU0 L‘f thiz aH.liLchiLll
Servar Instence.

() Existing Databaze

Iz thiz weben the farmi= defined in a dstabaze-basad reonsitory that is not registerad wih the Rternet Divectory csed by this application
SErver INstEnce. This cholce will sk the Intermet Cirectary pace:

(2 Existing fila-bazed repository

Izr thiz weben the farm iz defined in am exsting fle-based repnstory . This choice wil zkip the bternst Directore paoge

&) Mevw file-based repositary

Uze thizto create and intisize 5 new fle-hssed repository | such that the currant irsiance besomes the filebhssed repository hozt. This
choice wil =kip the Intemet Directory and Loceton pages

| Cancel Step 1 of 4 [Megt

Logs | Topology | Preferences | Help
Copryright S1995, 2004 Oracle. Al vights reserved.
Mbaut Cracle Enterorise Menaoss 1 0o Applicsiion Server Control

3. The wizard jumps to Step 4 of 4, Validation, as shown in Figure -3.

Figure -3 Application Server Control Console Create Repository
Wizard Step 4
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4. Select Finish and Oracle Application Server creates the OracleAS
File-based Farm.

5. When the wizard completes, note the Repository ID shown in the
OracleAS Farm Repository Management area on the Infrastructure
page. You need to use the Repository ID to add instances to the
OracleAS File-based Farm.

When you go to the Application Server Control Console Home page, notice
that the home page shows the OC4J instance and the Oracle HTTP Server
are stopped, and the page now includes a Farm link in the General area.

Adding Instances to an OracleAS File-based Farm

To add standalone application server instances to an OracleAS File-based
Farm, perform the following steps:

1. Obtain the Repository ID for the OracleAS File-based Farm that you
want to join. To find the Repository ID, on any Oracle Application
Server instance that uses the OracleAS File-based Farm, select the
Infrastructure link, and check the value of the File-based Repository ID
field in the OracleAS Farm Repository Management area.

2. Switch to the Application Server Control Console for the standalone
instance that you want to add to the OracleAS File-based Farm and
select the Infrastructure link. If a  repository is not configured, then
the Farm Repository field shows "Not Configured", as shown in Figure
-1.
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3. Select the Configure button to start the Configure OracleAS Farm
Repository wizard. The repository creation wizard appears, as shown
in Figure -2. The appropriate host name appears in the OracleAS
Instance field under the Configure Oracle Farm Repository Source
area.

4. Select the Existing file-based repository button and select Next. The
repository reation wizard then brings up the Location page, Step 3 of
4, as shown in Figure -4.

Figure -4 Application Server Control Console Add Instance to
Farm
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5. Enter the repository ID for the Repository Host and select Next.

6. This shows wizard Step 4 of 4 page, Configure OracleAS Farm
Repository Validation. Select Finish. When the wizard completes, the
standalone instance joins the OracleAS File-based Farm.

7. After the wizard completes, you return to the Application Server
Control Console Infrastructure page.

Using the Application Server Control Console Create Cluster Page

Using the Application Server Control Console Farm Home Page, you can
create a new DCM-Managed OracleAS Cluster.
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From the Farm Home page, create a new DCM-Managed OracleAS Cluster
as follows:

1. Select the Farm link to navigate to the Farm Home Page.

Note:

Application Server Control Console shows the Farm Home Page when
an Oracle Application Server instance is part of a farm

2. Select the Create Cluster button. Application Server Control Console
displays the Create Cluster page as shown in Figure -5.

Figure -5 Create Cluster Page
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3. Enter a name for the new cluster and click Create. Each new cluster
name within the farm must be unique.

A confirmation page appears.

4. Click OK to return to the Farm Home Page.

After creating a new cluster, the Farm Home page shows the cluster in the
Clusters area. After creating a new cluster, the cluster is empty and does not
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include any application server instances.
Use the Join Cluster button on the Farm Home page to add application
server instances to a Cluster.

Adding Instances To DCM-Managed OracleAS Clusters

To add application server instances to a DCM-Managed OracleAS Cluster,
do the following:

1. Navigate to the Farm Home Page. To navigate to the Farm Home
page from an Oracle Application Server instance Home page, select
the link next to the Farm field in the General area on the Home page.

Note:

If the Farm field is not shown, then the instance is not part of a Farm
and you will need to associate the standalone instance with a Farm.

2. Select the radio button for the application server instance that you
want to add to a cluster from the Standalone Instances section.

3. Click Join Cluster.
Figure -6 shows the Join Cluster page.

Figure -6 Join Cluster Page
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4. Select the radio button of the cluster that you want the application
server instance to join.

5. Click Join. OracleAS adds the application server instance to the
selected cluster and then displays a confirmation page.
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6. Click OK to return to the Farm Home Page.

Repeat these steps for each additional standalone application server
instance you want to join he cluster.

Note the following when adding application server instances to a DCM-
Managed OracleAS Cluster:

1. When adding application server instances to a DCM-Managed
OracleAS Cluster, the order that you add instances is significant. The
first application server instance that joins the DCM-Managed OracleAS
Cluster is used as the base configuration for all additional application
server instances that join the cluster. The base configuration includes
all cluster-wide configuration information. It does not include instance
specific parameters.

2. After the first application server instance joins the DCM-Managed
OracleAS Cluster, the base configuration overwrites existing cluster-
wide configuration information for subsequent application server
instances that join the cluster. Each additional application server
instance, after the first, that joins the cluster inherits the base
configuration specified for the first application server instance that joins
the cluster.

3. Before an application server instance joins a DCM-Managed OracleAS
Cluster, application Server Control Console stops the instance. You
can restart the application server instance by selecting the cluster link,
selecting the appropriate instance from within the cluster, and then
selecting the Start button.

4. An application server instance is removed from the Standalone
Instances area when the instance joins a DCM-Managed OracleAS
Cluster.

5. To add multiple standalone application server instances to a DCM-
Managed OracleAS Cluster in a single operation, use the dcmcil
joinCluster command.

6. When an application server instance contains certain Oracle
Application Server components, it is not clusterable. Use the dcmcitl
isClusterable command to test if an application server instance is
clusterable. If the application server instance is not clusterable, then
Application Server Control Console returns an error when you attempt
to add the instance to a DCM-Managed OracleAS Cluster.

7. To be clusterable, all application server instances that are to be
members of a DCM-Managed OracleAS Cluster must be installed on
the same flavor operating system. For example, different variants of
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UNIX are clusterable together, but they are not clusterable with
Windows systems.

Note:

For adding instances to a OracleAS File-based Farm, where the
instances will be added to an DCM-Managed OracleAS Cluster, there
is no known fixed upper limit on the number of instances; a DCM-
Managed OracleAS Cluster of 12 instances has been tested
successfully.

Removing Instances from DCM-Managed OracleAS Clusters
To remove an application server instance from a cluster, do the following:

1. Select the cluster in which you are interested on the Farm Home Page.
This brings you to the cluster page.

2. Select the radio button of the application server instance to remove
from the cluster and click Remove.

To remove multiple standalone application server instances, you need to
repeat these steps multiple times.

Note the following when removing application server instances from a DCM-
Managed OracleAS Cluster:

= Before an application server instance leaves a cluster, Application
Server Control Console stops the instance. After the operation
completes, you restart the application server instance from the
Standalone Instances area of the Farm Home Page.

= The demctl leaveCluster command removes one application server
instance from the cluster at each invocation.

= When the last application server instance leaves a cluster, cluster-
wide configuration information associated with the cluster is
removed. The cluster is now empty and the base configuration is
not set. Subsequently, Oracle Application Server uses the first
application server instance that joins the cluster as the base
configuration for all additional application server instances that join
the cluster.

= You can remove an application server instance from the cluster at
any time. The first instance to join a cluster does not have special
properties. The base configuration is created from the first instance
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to join the cluster, but this instance can be removed from the
cluster in the same manner as the other instances.

= Use the following command to remove the instance form the farm
dcmctl leaveFarm

Starting Stopping and Deleting DCM-Managed OracleAS Clusters

Figure -7 shows the Application Server Control Console Farm Home Page,
including two clusters, cluster1 and cluster2.

Figure -7 Oracle Application Server 10g Farm Page
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Table -1 lists the cluster control options available on the Farm Home Page.

Table -1 Oracle Application Server Farm Page Options

If you want to... Then...

Start all application server instances Select the radio button next to the
in a DCM-Managed OracleAS cluster and click Start.
Cluster.
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Restart all application server Select the radio button next to the
instances in a DCM-Managed cluster and click Restart.
OracleAS Cluster.

Stop all application server instances Select the radio button next to the
in a DCM-Managed.OracleAS cluster and click Stop
Cluster.

Delete a DCM-Managed OracleAS Select the radio button next to the
Cluster, including any application cluster and click Delete.

server instances still included in the
cluster (the instances are removed
from the cluster and become
standalone instances in the Farm).

Using and configuring mod_oc4j Load Balancing

Using DCM-Managed OracleAS Clusters the Oracle HTTP Server module
mod_oc4] load balances requests to OC4J processes. The Oracle HTTP
Server, using mod_oc4j configuration options, supports different load
balancing policies. By specifying load-balancing policies DCM-Managed
OracleAS Clusters provide performance benefits along with failover and high
vailability, depending on the network topology and host machine capabilities.

By default, mod_oc4] uses weights to select a node to forward a request to.
Each node uses a default weight of 1. A node's weight is taken as a ratio
compared to the weights of the other available nodes to define the number of
requests the node should service compared to the other nodes in the DCM-
Managed OracleAS Cluster. Once a node is selected to service a particular
request, by default, mod_oc4j uses the roundrobin policy to select OC4J
processes on the node. If an incoming request belongs to an established
session, the request is forwarded to the same node and the same OC4J
process that started the session.

The mod_oc4j load balancing policies do not take into account the number of
OC4J processes running on a node when calculating which node to send a
request to. Node selection is based on the configured weight for the node,
and its availability.

To modify the mod_oc4j load balancing policy, Administrators use the
Oc4jSelectMethod and Oc4jRoutingWeight configuration directives in the
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mod_oc4j.conf file. Using Application Server Control Console, configure the
mod_oc4j.conf file as follows:

1. Select the HTTP_Server component from the System Components
area of an instance home page.

2. Select the Administration link on the HTTP_Server page.

3. Select the Advanced Server Properties link on the HTTP_Server page
Administration page.

4. On the Advanced Server Properties page, select the mod_oc4j.conf
link from the Configuration Files area.

5. On the Edit mod_oc4j.conf page, within the <IfModule mod_oc4j.c>
section, and specify the directives Oc4jSelectMethod and
Oc4jRoutingWeight to select the desired load balancing option.

Note:

If you do not use Application Server Control Console, you can edit
mod_oc4j.conf and use the dcmctl updateConfig command to propagate
changes to other mod_oc4j.conf files across a DCM-Managed OracleAS
Cluster as follows:

% dcmctl updateconfig -ct ohs

% opmnctl @cluster:<cluster_name> restartproc ias-
component=HTTP_Server processtype= HTTP_Server

Where cluster_name is the name of the cluster.

The opmnctl restartproc command is required for the changes to take effect
across all the instances in the cluster.

Updating and Checking the State of Local Configuration

It is important that all configuration changes complete successfully, and that
all instances in a cluster are "In Sync". The local configuration information
must match the information stored in the repository. DCM does not know
about manual changes to configuration files, and such changes could make
the instances in a cluster have an In Sync status of false.

Use the following dcmctl command to return a list of all managed
components with their In Sync status:

dcmctl getState -cl cluster_name

The In Sync status of true implies that the local configuration information for a
component is the same as the information that is stored in the repository.
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If you need to update the file-based repository with changed, local

information, use the dcmctl command updateConfig, as follows,

dcmctl updateconfig

dcmctl getstate

Use the command resynclnstance to update local information with
information from the repository. For example,

dcmctl resyncinstance

By default this command only updates configuration information for
components whose In Sync status is false. Use the -force option to update all
components, regardless of their In Sync status.

Performing Administration on a DCM-Managed OracleAS Cluster

During planned administrative downtimes, with a DCM-Managed OracleAS
Cluster using an OracleAS File-based Farm that runs on multiple hosts with
sufficient resources, you can perform ministrative tasks while continuing to
handle requests. This section describes how to relocate the repository host in
a DCM-Managed OracleAS Cluster, while continuing to handle requests.

These procedures are useful for performing administrative tasks on a DCM-
Managed OracleAS Cluster, such as the following:

» Relocating the repository for repository host node decommission.
= Applying required patches to the DCM-Managed OracleAS Cluster.

= Applying system upgrades, changes, or patches that require a system
restart for a host in the DCM-Managed OracleAS Cluster.

Note:

Using the procedures outlined in this section, only administration
capabilities are lost during a planned downtime.

Use the following steps to relocate the repository host in a DCM-Managed
OracleAS Cluster.

1. Issue the following DCM command,
On UNIX systems:

cd SORACLE_HOME/dcm/bin
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dcmctl exportRepository -f file
On Windows systems:

cd %ORACLE_HOME%\dcm\bin
dcmctl exportRepository -f file

Note:

After this step, do not perform configuration or administration
commands that would change the configuration. Otherwise those
changes will not be copied when the repository file is imported to the
new repository host.

2. Stop the administrative system, including Enterprise Manager and the
DCM daemon in each instance of the OracleAS File-based Farm,
except for the instance that is going to be the new repository host.

On UNIX systems use the following commands on each instance in
the cluster:

$ORACLE_HOME/bin/emctl stop iasconsole
$ORACLE_HOME/opmn/bin/opmnctl stopproc ias-component=dcm-
daemon

On Windows systems use the following commands on each instance
in the cluster:

%ORACLE_HOME%\bin\emctl stop iasconsole
%ORACLE_HOME%\opmn\bin\opmnctl stopproc ias-component=dcm-
daemon

At this point, the DCM-Managed OracleAS Cluster can still handle
requests.

3. Import the saved repository on the host that is to be the repository host
instance.

On UNIX systems, use the following commands:

cd $ORACLE_HOME/dcm/bin/
dcmctl importRepository -file file name

On Windows systems, use the following commands:

cd %ORACLE_HOME%\dcm\bin
dcmctl importRepository -file file name
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where file name is the name of the file you specified in the
exportRepository command.

While importRepository is active, the DCM-Managed OracleAS Cluster
can still handle requests.

Note:

The importRepository command issues a prompt that specifies that the
system that is the currently hosting the repository must be shutdown.
However, only the dcm-daemon on the system that is currently
hosting the repository must be shutdown, and not the entire system

4. Use the following command to start all components on the new
repository host. Do not erform administrative functions at this time.

On UNIX systems:
$ORACLE_HOME/opmn/bin/opmnctl startall
On Windows systems:

%ORACLE_HOME%\opmn\bin\opmnctl startall

5. On the system that was the repository host, indicate that the instance
is no longer the host by issuing the following command,
dcmctl repositoryRelocated

6. Start the Application Server Control Console on the new repository
host instance. The repository has now been relocated, and the new
repository instance now handles requests.

On UNIX systems use the following commands on each instance in
the cluster:

$ORACLE_HOME/bin/emctl start iasconsole

On Windows systems use the following commands on each instance
in the cluster:

%ORACLE_HOME%\bin\emctl start iasconsole

7. Shut down the Oracle Application Server instance associated with the
old repository host, using the following commands:

On UNIX systems:
$ORACLE_HOME/opmn/binfopmnctl stopall

On Windows systems:
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%ORACLE_HOME%\opmn\bin\opmnctl startall

You can now perform the required administrative tasks on the old repository
host system,such as the following.

= Applying required patches to the repository host system in the DCM-
Managed OracleAS Cluster.

=  Decommission the node.

= Applying system upgrades, changes, or patches that require a system
restart for the DCM-Managed OracleAS Cluster.

Best Practices for Managing Instances In OracleAS File-based Farms

When joining or leaving an OracleAS File-based Farm, all the managed
processes are shutdown on the instance that is joining or leaving the
OracleAS File-based Farm. If you want the instance to be available, restart
the instance after performing the leave or join farm operation.

It is recommended that you make a backup of the local configuration before
either leaving or joining an OracleAS File-based Farm. For example, use the
following command to create an archive:

dcmctl createarchive -arch myarchive -comment "Archive before
leaving xyz farm"

dcmctl exportarchive -arch myarchive -f /archives/myarchive

Archives are portable across OracleAS File-based Farm. When an instance
joins a new farm it can apply archives created on a previous farm.

Post Cluster Setup.

Once the cluster is setup, following steps needs to be performed for the
cluster to work properly.

1. On the OAS instances that are joining the cluster, copy all jar files from
the PIA web application lib directory into the applib directory of the
component where PIA web application is deployed.

For example, if the OC4J component is PeopleSoft and the application
name is PeopleSoft, copy all the jar files from
$ORACLE_HOME/j2ee/PeopleSoft/applications/PeopleSoft/lib
directory into SORACLE_HOME/j2ee/PeopleSoft/applib directory.

2. PSIGW Web application property file integrationGateway.properties
contains some properties that have absolute paths.
IntegrationGateway.properties is located in
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$ORACLE_HOME/j2ee/<component_name>/applications/<application
_name>/PSIGW/WEB-INF directory. Make sure that this file is
updated to point to the proper locations for the new OAS instance that
is joining the cluster.

CONFIGURING AN ORACLE APPLICATION SERVER CLUSTER
WITH PEOPLETOOLS 8.49

In OAS 10.1.3.1 release, a cluster topology is defined as two or more loosely
connected Oracle Application Server nodes.

The connectivity provided within a cluster is a function of Oracle Notification
Server (ONS), which manages communications between Oracle Application
Server components, including OC4J and Oracle HTTP Server. The ONS
server is a component of Oracle Process Manager and Notification Server
(OPMN), which is installed by default on every Oracle Application Server
host. When configuring a cluster topology, you are actually connecting the
ONS servers running on each Oracle Application Server node.

Changes in Clustering

The following are changes in clustering configuration in Oracle Application Server
10g Release 3 (10.1.3.1) from previous releases.

1. As of Oracle Application Server 10g Release 3 (10.1.3.1.0), OC4J
instances belong to groups within the cluster topology, enabling you to
perform group deployment, configuration, and administration
operations across an Oracle Application Server cluster.

2. The Distributed Configuration Management (DCM) framework, used in
prior releases of Oracle Application Server to replicate common
configuration information across a cluster, is not included in the current
release. This means that:

a. Configuration using the demctl command line utility or
Application Server Control Console is no longer supported.

b. Cluster configurations must now be manually replicated in the
opmn.xml file installed on each node within the cluster.

3. The ONS configuration file (ons.conf) is no longer used. ONS
connection data is now set in the <notification-server> element within
opmn.xml, the OPMN configuration file located in the
ORACLE_HOME/opmn/conf directory on each node containing an
OC4J or Oracle HTTP Server instance.
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4. Each node is no longer required to be manually configured to connect
to every other node in the cluster.

Oracle Application Server Clustering Process Overview

For every instance (ORACLE HOME) that is part of the cluster, do the following
steps.

1. Install PIA onto this instance.

Note: Make sure same application name is specified during PIA
Install on each instance.

2. Configure Oc4jRoutingID in mod_oc4j.conf file.
3. Setting up the Cluster
a. Configuring Dynamic Node Discovery Using Multicast.

b. Configuring Static Node-to-Node Communication.
Configure Oc4jRoutingID in mod_oc4j.conf file

1. Open $ORACLE_HOME\Apache\Apache\confimod_oc4j.conf file.

2. Based on the type of PIA install, modify the line Oc4jRoutingID rid-
home to be either rid-home,rid-<application-name> or rid-home,rid-
PIA_<application-name>. For example, if the application name is
PeopleSoft

a. For Single Component Server, update the line to
Oc4jRoutinglID rid-home,rid-PeopleSoft.

b. For Multi Component Server, update the line to Oc4jRoutinglID
rid-home,rid-PIA_PeopleSoft.

Note: Make sure there is no space between the entries

Configuring Dynamic Node Discovery Using Multicast

Dynamic node discovery is the most straightforward clustering configuration.
In this model, each ONS node broadcasts a simple multicast message
announcing its presence, enabling nodes within the cluster to dynamically
discover one another.

Each ONS maintains its own map of the cluster topology. When a new ONS
is added to the cluster, each existing ONS adds the new node and its
connection information to its map. At the same time, the new ONS adds all of
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the existing nodes to its map. Alternatively, when an ONS is removed from
the cluster, the maps for the remaining nodes are updated with this change.

Figure: Dynamic Discovery Model

Because multicast messages may be restricted by different network
configurations dynamic node discovery may be an option only for ONS nodes
that are on the same subnet.

Notes:

= All nodes within the topology must be configured to use the same
multicast address and port.

= The multicast address must be within the valid address range, which is
224.0.1.0 to 239.255.255.255. Ideally, multicast address and port
assignments should be managed by your systems administration staff
to avoid potential conflicts with other applications.

Adding instances to a cluster using multicast discovery
1. Using Application Server Control

=  Open your Web browser and enter the Application Server
Control URL.

= Log in to the Application Server Control, and scroll to the
Administration section of the Cluster Topology page.
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Administration

* Cluster MBean Browser * Java S50 Confiquration * Runtime Ports
+ Houting ID Configuration + Topology Metwork Configuration

Click Topology Network Configuration to display the
Topology Network Configuration page.

ORACLE Enterprise Manager 10g

Setup Help Log
—
Clugter Topology =
Topology Network Configuration : oasclusteri.ple-flunod.peoplesoft.com
Revert | [

Page Refreshed May 30, 2007 4:31:56 PM
Oracle Application Server uses the information on this page to identify members of the cluster and determine how the cluster members are connected. Do not make
changes to this page unless you are familiar with the clustering methods used by the Oracle Motification Server (ONS).

Lse the “iew By menu to select a specific Application Server in the cluster. Changes made on this page apply only to the selected Application Server.

For mare infarmation, see Topology Metwark Configuration Page.

“iew By Ioascluster1.ple—ﬂunod.peoplesoﬂ.com j
Topology %
Caonfigure the Maotification Server (ONS) topology configuration within a cluster.

o Configuring Dynamic Mode Discovery Using Multicast
Discaver

© Configuring Static Discovery Servers
Discaver |

© Configuring Cross-Topology Gateways
Gatewsy

Discover

o Configuring Static Mode-to-Mode Communication
Modes |

& Mot participating in cluster

Note the following on the Topology Network Configuration page:

i. The current application server instance is selected in the
View By field.

ii. The fields in the Topology section of the page are empty.
This indicates that the application server instance does
not belong to a cluster.

Select Configuring Dynamic Node Discovery Using
Multicast and enter a multicast address and port number in the
Discover field.

For example: 228.4.3.42:4242

Note: In the configuration file, the multicast address must be
preceded by an asterisk (*), but when you enter the address in
this field, Application Server Control automatically includes the
asterisk if you don't specify it here.
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= Make a note of the multicast address and port, and then click
Apply.

2. Using OPMN command line tool opmnctl

The OPMN command-line tool opmnctl, supports a new config
topology command that enables you to specify, update, or delete the
multicast <discover> entry within opmn.xml.

The opmnctl tool is installed in the ORACLE_HOME/opmn/bin
directory of each node. The tool must be run individually on each node
and will update only the opmn.xml file on that node.

Open a command prompt and run the following commands:

ORACLE_HOME/opmn/bin/opmnctl config topology update
discover="*multicastAddress:multicastPort’

For example:
ORACLE_HOME/opmn/bin/opmnctl config topology update

discover="238.4.3.42:4242”
ORACLE_HOME/opmn/bin/opmnctl reload

Configuring Static Node-to-Node Communication

The static configuration model is essentially the same mechanism used in
Oracle Application Server 10.1.2 and 9.0.4. It continues to be supported
primarily to provide backward compatibility with these earlier releases.
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Figure: Static Node-to-Node model

In this configuration, a node list containing the host address and ONS remote
listener port for each node in the cluster is supplied. Prior to Oracle
Application Server Release 3 (10.1.3.1.0), when ONS configuration data was
integrated into opmn.xml, this configuration would have been set in the
ons.conf configuration file.

Define the host address and the ONS remote listener port - specified within
the <port> sub element of <notification-server> - for each node in the cluster
within the <nodes> sub element. Separate each node from the next with a
comma.

For example:

<opmn>

<notification-server>
<port local="6101" remote="6202" request="6004"/>
<ssl.../>
<topology>
<nodes list="node1-sun:6201,node2-sun:6202"/>
</topology>

</notification-server>
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</opmn>

Supply the same list for each node in the cluster; each ONS instance will identify
itself in the list and ignore that entry.

Note: The opmn.xml file must be reloaded by running “opmnctl reload” for
changes to take effect in the OPMN runtime. Run the following command on
the affected node to reload opmn.xml.

Viewing the Status of a Cluster

You can view the current status of the Oracle Application Server components
within a cluster, using either opmnctl or Application Server Control Console.

= Viewing Cluster Status in Application Server Control Console

Click the Cluster Topology link in the upper left corner of the
Application Server Control Console home page.

The resulting page displays each Oracle Application Server instance
that is active within the cluster, as well as the active applications on
each instance. You can access an instance or a deployed application

within the cluster through this page.
ORACLE Enterprise Manager 10g
Setun Help Logout

Cluster Topology

Page Refreshed May 30, 2007 9:37:21 PM PDT * View Data I hanual Refresh 'l

Overview

Hosts 1 Application Sereers 2
0C4J Instances 4 HTTP Server Instances 2

Members

Wiew By IAppIication Servers vl

Start | | Stop ) ( Restart )
Select All | Select Mone | Expand All | Collapse Al

CPUMemory

Select Focus Name Status Type Category Host %) (MB)

| ¥ All Application Servers

- & ¥ oascluster! ple-flunod. peaplesoft.com Application Server PLE-FJUNOD

0| & B-home (JvMs: 1) 4 DC4 079 141.82

Il HTTP_Server 4 Oracle HTTP Server 019 9207

O | & B PeapleSoft (JvMs: 1) 4 Oc4d 002 15438

r & ¥ oascluster2 ple-flunod. peoplesof.cam Application Server FLE-FJUMOD %

s B-home (JvMs: 1) 4 DC4d 0.02 13494

r HTTP_Server 4 Oracle HTTR Server 015 9214

& B PeopleSoft (JVMs: 1) 5 0c4l 052 165.08

#* Indicates the active ASContral instance.
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= Viewing Cluster Status with opmnctl

You can check the status of the cluster using opmnctl on any Oracle
Application Server node within the cluster.

ORACLE_HOME/opmn/bin/opmnctl @cluster status

The output shows the status of the components installed in each
active Oracle Application Server instance within the cluster:

CORACLE_HOME“-opmn™bin“opmnctl @cluster status
FProcesses in Instance: instl.conpl . vourcompany. comn
las—conponent | process—type | pid | status
OC4JGroup : FPEOPLESCET | OC4J:PeopleSoft | 2736 | Alive
OC4JGroup: default _group | OC47: home | 4772 | Aliwve
ASG | ASG | Hs4 | Down
HTTF_Serwer | HTTF Serwver | 4780 | Alive
Frocesse=z in Instance: inst? . conpd . yourconpahny . oo
las—component | process—tvpe | pid | status
OC4JGroup: FECGPLESOFT | 0C47:PeopleSoft | 4120 | Aliwve
OC4JGroup: default_group | OC47: home | 4112 | Aliwve
ASG | ASG | Hs4 | Down
HTTE Serwver | HTTP Server | 4128 | Aliwve
Removing an instance from a cluster
= Using Application Server Control
o Open your Web browser and enter the Application Server
Control URL.
o Log in to the Application Server Control, and scroll to the
Administration section of the Cluster Topology page.
Administration
* Cluster MBean Browser * Java S50 Confiquration * Runtime Ports

+ Houting ID Configuration + Topology Metwork Configuration

o Click Topology Network Configuration to display the
Topology Network Configuration page.

o In the Topology Network Configuration page, select an
application server instance in the View By field that needs to be
removed from the cluster
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ORACLE Enterprise Manager 10g

Application Server Control Setup Help  Loge
Cluster Topology =
Topology Network Configuration : oasclusteri.ple-flunod.peoplesoft.com

(_Revert ) (A

FPage Refreshed May 30, 2007 9:49:50 PM
Oracle Application Server uses the information on this page to identify members of the cluster and determine how the cluster mermbers are connected. Do not make
changes to this page unless you are familiar with the clustering methods used by the Oracle Notification Server (ONS).
se the Yiew By menu to select a specific Application Server in the cluster. Changes made on this page apply only to the selected Application Server.

For more information, see Topology Metwork Confiquration Pange.

Wiew By |Dascluster1.ple-ﬂunod.penplesuﬂ.comj

Topology
Configure the Motification Server (ONS) topology configuration within a cluster.

@ Caonfiguring Dynamic Mode Discovery Using Multicast
Discaver |*228.3.4.42:4242

o Caonfiguring Static Discovery Servers
Discaver |

 Configuring Cross-Topalogy Gateways
Gateway

Discover

 Corfiguring Static Node-to-Node Cormmunication
Modes

" Mat paticipating in cluster

o Click Not participating in cluster option

ORACLE Enterprise Manager 10g

Application Server Control Setup Help  Loge
Cluster Topology =
Topology Network Configuration : oasclusteri.ple-flunod.peoplesoft.com

(_Revert ) (A

FPage Refreshed May 30, 2007 9:49:50 PM
Oracle Application Server uses the information on this page to identify members of the cluster and determine how the cluster mermbers are connected. Do not make
changes to this page unless you are familiar with the clustering methods used by the Oracle Notification Server (ONS).
se the Yiew By menu to select a specific Application Server in the cluster. Changes made on this page apply only to the selected Application Server.

For more information, see Topology Metwork Confiquration Pange.

Wiew By |Dascluster1.ple-ﬂunod.penplesuﬂ.comj

Topology
Configure the Motification Server (ONS) topology configuration within a cluster.

o Caonfiguring Dynamic Mode Discovery Using Multicast
Discaver |*228.3.4.42:4242 %

o Caonfiguring Static Discovery Servers
Discaver |

 Configuring Cross-Topalogy Gateways
Gateway

Discover

 Corfiguring Static Node-to-Node Cormmunication
Modes

o Click Apply

= Using OPMN command line tool opmnctl
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The delete command removes the <discover> element from opmn.xml,
effectively removing the node from the cluster. If the <topology>
element contains no other sub elements, it will be removed as well.

ORACLE_HOME/opmn/bin/opmnctl config topology delete discover
ORACLE_HOME/opmn/bin/opmnctl reload

CONFIGURING A CIsco CSS LOADBALANCER

This section applies to Advanced and Generic Webserver Clustering
architecture only.

Getting Started

= (Cisco CSS switch uses non-standard serial pin-out configuration for
console connection. It is also different from Cisco’s standard rollover
cable. Only use the adapters included with the switch. Use the
following terminal setting — 8 bit, No Parity, 1 stop bit, 9600 baud.

= For a fresh unit use — Username: admin Password: system

= At the prompt “No startup-config was found, continue with the setup
script [y/n]?” select ‘n’ to exit setup script.

= Setup prompt for the unit:
CS150# prompt 1lb-1
lb-1+#

= Save user specific environment:
lb-1# save profile

= Go to config mode:

1b-1# config
1b-1 (confiqg) #

= To configure port 1’s IP address choose circuit 1:

1b-1(config)# circuit VLAN 1
1b-1(config-circuit [VLAN 1])#

= Configure port 1’s IP address:

1b-1 (config-circuit [VLAN 1])# ip address 10.0.0.5
255.255.255.0
1b-1 (config-circuit [VLAN 1-10.0.0.571)+#

= Put some description for this VLAN:

1b-1 (config-circuit [VLAN 1])# description “Outside
Network”

= Configure the default route :
1b-1 (config)# ip route 0.0.0.0 0.0.0.0 10.0.0.1
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= Disable spanning tree support since this is a loadbalancer and not a
Layer 3 router :

1b-1 (config)# bridge spanning-tree disabled

= Configure the redundancy unit similar to the previous steps with the
following changes: change 1b-1 to 1b-2,changeIP 10.0.0.5 to
10.0.0.6

At this point basic networking is complete and you should be able to login
to the unit from the network to complete the installation.

Optional Setup for NAT

To setup NAT you have to setup additional VLAN circuits.

= To configure port 2:

1b-1(config)# interface ethernet-2
1b-1(config-if[ethernet-2])# bridge vlan 2
(NOTE: vlan is lowercase in this syntax)

= To configure port 2’s IP address now:

1b-1(config-if[ethernet-2])# circuit VLAN 2

1b-1(config-circuit [VLAN 2])# description “Inside

Network”

1b-1(config-circuit [VLAN 2])# ip address 10.0.0.1

255.255.255.0

Create ip interface <10.0.0.1>, [y/n]? vy
)

1b-1 (config-circuit-ip[VLAN 2-10.0.0.1])#

Create Service for Webinstance

Each webinstance should be configured as a “service” in CSS terms.

= To configure webinstance1 as a service:

1b-1(config) # service web-instl

Create service <web-instl>, [y/nl? y
1b-1(config-service[web-instl])# ip address
10.0.0.10

1b-1(config-service[web-instl])# port 5010
1b-1(config-service[web-instl])# active

= Setup keep-alive (this will ping the service at an interval to determine
availability) :

1b-1(config-service[web-instl])# keepalive type http
1b-1 (config-service[web-instl])# keepalive method
get

1b-1(config-service[web-instl]) # keepalive uri
“/index.html”

1b-1(config-service[web-instl]) # keepalive frequency
15
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= Check configuration with:

1b-1(config)# show service web-instl

= Create a similar services for SSL e.g. web-instl-ssl

= Create similar services for other webinstances e.g. web-inst2 (-
ssl), web-inst3(-ssl), web-inst4 (-ssl)

Create VIP

Each VIP should be configured as a “content rule” in CSS terms.

= To configure a content rule you must first setup an “owner”:

1b-1(config)# owner PS-WEB
Create owner <PS-WEB>, [y/n]? vy
1b-1 (config-owner [PS-WEB]) #

= Once the owner is created setup a content rule:

1b-1 (config-owner [PS-WER]) # content vip-1
Create content <vip-1>, [y/n]? vy
1b-1 (config-owner-content [PS-WEB-vip-1]) #

= Associate the IP address with the created VIP (content rule):

1b-1 (config-owner-content [PS-WEB-vip-1]1)# vip
address 10.0.0.100

= Assign protocol etc. with the created VIP (content rule):

1b-1 (config-owner-content [PS-WEB-vip-1])# protocol
tcp

lb-1 (config-owner-content [PS-WEB-vip-1])# url “/*”
1b-1 (config-owner-content [PS-WEB-vip-1])# balance
aca

= Setup sticky (persistence):
For HTTP
1b-1 (config-owner-content [PS-WEB-vip-1])# port 80
1b-1 (config-owner-content [PS-WEB-vip-1])# advanced-
balance arrowpoint-cookie
For HTTPS
1b-1 (config-owner-content [PS-WEB-vip-1]1)# port 443
1b-1 (config-owner-content [PS-WEB-vip-1])#

application ssl

1b-1 (config-owner-content [PS-WEB-vip-1])# advanced-
balance ssl

NOTE- for Pre 8.17 Tools release running Portal and using Generic
Webserver clustering, advanced-balance must be set to “sticky-srcip-
dstport” for both HTTP and HTTPS.

= Assign webinstances (services) with the created VIP (content rule):
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lb-1 (config-owner-content [PS-WEB-vip-1])# add
service web-instl
1b-1 (config-owner—-content [PS-WEB-vip-1])# add
service web-inst?2
1b-1 (config-owner-content [PS-WEB-vip-1])# add
service web-inst3
1b-1 (config-owner-content [PS-WEB-vip-1]) # add
service web-insti4

= Set content rule active:
1b-1 (config-owner-content [PS-WEB-vip-1])# active

Setup Redundancy

Cisco CSS handles redundancy using a modified VRRP. To setup
redundancy between the two units a private network must be setup
between the two. Up to now the two units have been set with independent
IP addresses. VIP and servers have been configured only on the master
(Ib-1) unit.

= To prevent problematic bridging loops do not connect the units to each
other yet.

= To setup the private network, configure any port, say 12:
1b-1(config)# interface ethernet-12
1b-1(config-if[ethernet-12])# bridge vlan 3
(NOTE: vlan is lowercase in this syntax)

= Then configure port 12 with an RFC1918 IP address now. This
network is only used by the units to do a health check between the
units:

1b-1(config-if[ethernet-12])# circuit VLAN 3
1b-1(config-circuit [VLAN 3])# description
“"Redundancy Network”

1b-1 (config-circuit [VLAN 3])# ip address 172.16.0.1
255.255.255.0

Create ip interface <172.16.0.1>, [y/n]l? vy
1b-1(config-circuit-ip[VLAN 3-172.16.0.17)#

= Connect the two units with a crossover cable at this point

= Setup master redundancy on unit Ib-1:
1b-1(config)# ip redundancy master
= Synch up the setup between unit1 and unit2:

lb-1 (config)# app
1b-1(config)# app session 172.16.0.2

= To setup the standby unit2 it must have the inactive IP address of
10.0.0.6. To do so make the changes via serial console:

1b-2 (config) # app
1b-2 (config)# app session 172.16.0.1
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= Setup redundancy on unit Ib-2 (not the master):
1b-2 (config)# ip redundancy

= Configure redundancy to run between the switches:

1b-2 (config)# circuit VLAN 3

1b-2 (config-circuit [VLAN 3])# ip address 172.16.0.2
255.255.255.0

Create ip interface <172.16.0.2>, [y/n]? vy

lb-2 (config-circuit-ip[VLAN 3-172.16.0.2])#

= The next step is to configure individual interfaces for redundancy. To
do so setup redundancy for VLAN 1 (and VLAN 2 if you are using
NAT):

1b-2 (config)# circuit VLAN 1
1b-2 (config-circuit [VLAN 1])# redundancy

= At this point change the IP address of the standby unit to be the same
as the IP address of the active unit:

1b-2 (config-circuit [VLAN 1])# no ip address 10.0.0.6
Delete ip interface <10.0.0.5>, [y/n]? vy

1b-2 (config-circuit [VLAN 1])# ip address 10.0.0.5
255.255.255.0

Create ip interface <10.0.0.5>, [y/n]? vy

1b-2 (config-circuit-ip[VLAN 1-10.0.0.5])#

= From this point onwards whenever a new change is performed on the
active unit it should be synched to the standby unit with the following
command:

lb-1# script play commit redundancy “172.16.0.2 -a”

Check overall configuration

= Save configuration with:

lb-1# save config

= To check all configuration settings run:

1b-1# show run

CREATING LOGICAL IP ADDRESSES (IP ALIASES)

This section applies to Simple and Advanced WebLogic Clustering
architecture only.

You will need to create IP Aliases if you are using:

WebLogic proxy and

Copyright © 2009 Oracle, Inc. All rights reserved. 179



10/12/2009 Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

You need to install multiple WebLogic instances on a host and

You do not have dedicated network interfaces for each of the WebLogic
instances being installed

IP Aliases on Windows 2000

1. Go into the Control Panel Window and select Network and Dialup
Connections.

2. Right Click on the Local Area Connection icon which is associated to
the network interface where the IP aliases need to be created

3. Select Properties.

4. From the Local Area Connection Property dialog select Internet
Protocol (TCP/IP) then select Properties

Local Area Connection 2 Properties ed |

Gereral | Shating |

Connect using:

I wircom RealPort2 CardBus Ethernet 10100 #2

Components checked are uzed by this connection:

Clignt for Mizrasaft Mebworks
File and Printer Sharing for Microsoft Wetworks
T MNetwork, bonitor Diriver

gl rternet Protacol [TCPAR)
[nztall... I ninztall Froperties
Dezcription

Tranzmizzion Control Protocaolf/lnternet Protocal. The default
wide area network protocol that provides communication
acrogs diverze interconnected netwarks.

[ Show icon in tagkbar when connected

k. Cancel

5. Select Use The Following IP Address and add the primary IP address
for this interface.
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Internet Protocol {TCP/IP) Properties 7] x|

General

Yau can get IP settings azsigned automatically if wour netwark, supparts
thiz capability. Othenvize, you need to azk pour nebwork, adminiztratar for
the appropriate [P zettings.

£~ [btain an IP address automatically

&' Use the following IP address:

IP address: I f23.123.123 .10
Subret mask: I 205 0285 285 . 0
D efault gateway: I

£ Obtain DNS server address automatizally

£ Use the following DMS server addiesses:

Preferred DNS zerver: I

Alternate DMS server: I

Advanced... |
k. I Carnicel |

6. Select Advanced...

7. From the Advanced TCP/IP Settings add the IP Aliases for this
interface
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Advanced TCP/IP Settings 7] x|

IP Setings | DMS | wiNS | Options |

—|P addreszes
IP address | Subnet mask,
12312312310 285, 28R 255 0
12312312311 250,260 2550
12312312312 255,265 2550

Add... Edit... Remove |
— Default gateways:
[3 ateway | kd etric: |
add. | Edi. Remove

Interface metric: |1

k. Carnicel

8. Once all the IP Aliases have been added select OK all the way out
until all values are saved.

IP Aliases on Solaris

1. On Solaris use ifconfig to create IP Aliases. Do not attempt this on a
production machine without testing it out on a isolated host.

2. Run ifconfig —a to see all the interfaces on the host.

st-sun03:$ ifconfig -a
1o0: flags=849<UP, LOOPBACK, RUNNING, MULTICAST> mtu
8232

inet 127.0.0.1 netmask ££000000
hmeO:
flags=863<UP, BROADCAST, NOTRAILERS, RUNNING, MULTICAST>
mtu 1500

inet 123.123.123.10 netmask ffffff00
broadcast 123.123.123.255
st-sun03:5S

3. As Super User run the command :
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Solaris 2.7

st-sun03:# ifconfig hmeO:1 123.123.123.11 netmask
255.255.255.0

st-sun03:# ifconfig hme0:2 123.123.123.12 netmask
255.255.255.0

Solaris 2.8
st-sun03:# ifconfig hme0 addif 123.123.123.11\24
st-sun03:# ifconfig hme0 addif 123.123.123.12\24

4. Run Run ifconfig —a to verify the IP Aliases created.

st-sun03:$ ifconfig -a
1o0: flags=849<UP, LOOPBACK, RUNNING, MULTICAST> mtu
8232

inet 127.0.0.1 netmask ££000000
hmeO:
flags=863<UP, BROADCAST, NOTRAILERS, RUNNING, MULTICAST>
mtu 1500

inet 123.123.123.10 netmask ffffff00
broadcast 123.123.123.255
hmeO:1
flags=863<UP, BROADCAST, NOTRAILERS, RUNNING, MULTICAST>
mtu 1500

inet 123.123.123.11 netmask ffffff00
broadcast 123.123.123.255
hmeO:2
flags=863<UP, BROADCAST, NOTRAILERS, RUNNING, MULTICAST>
mtu 1500

inet 123.123.123.12 netmask ffffff00
broadcast 123.123.123.255
st-sun03:5S

Note: you will need to update /etc/rc.d files to make sure changes survive
reboots

Note: if you need to delete an IP alias use the following command:

Solaris 2.7
st-sun03:# ifconfig hmeO:1 0 down

Solaris 2.8
st-sun03:# ifconfig hmeO:1 down unplumb
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Chapter 4 Application Server Clustering

High availability for application servers is provided out of the box for all
PeopleSoft systems by using BEA Tuxedo’s domain failover mechanism.
Instead of clustering application servers high availability is provided by
running multiple domains and using software loadbalancing and failover.
Within a PeopleSoft system all application server processes belong to a
domain. There can be multiple domains running on a host but domains do not
span multiple hosts. Therefore each host will contain one or more application
server domains. Within a domain there are multiple application server
processes that handle service requests. The total number of application
server processes in a domain is configurable and should be set according to
the server’s capacity. Service requests are load balanced across these server
processes. If any one of these application server processes crash, Tuxedo
will route any active call currently handled by the affected process to another
available server process in the domain. It will also restart the failed server
process if needed. This is application server recovery mechanism. The failure
is handled transparently and no error is reported to the webserver (JOLT
client).

All calls from a webserver are further distributed among all available domains.
A domain is considered available when a network connection can be
established to that domain. If a domain fails while a call is outstanding the call
is restarted with another domain that is part of the failover configuration.

Domain level loadbalance and failure setup is documented in
configuration.properties section of “Web Administration” PeopleBook. As a
general high availability good practice create two domains per host if the
number of appserver hosts is small. This will increase the complexity of
administrating the system but will provide greater flexibility in terms of
maintaining high availability. With two application server domains per host,
unstable domains can be restarted with half the impact on system capacity.
The architecture is shown below:

AppHost1
DNS
= Weserver e 10.0.1.1llll| BBL |
portal.corp.com IH A 123123123100 Port: 9000 | '|
JSL PSAPPSRY
”J JSH
/ = WebsServer oo ] |
Port: 9020 - = 1
JHL m JSH D PSAPPSRY |
Data
/ Loadbalander 1l].ll.1.11n| BEL | |
Flrewall — Webserver = |Port: 9000 ; { -
JSL ||| JSH PSAPPSRY
e Wehserver Port: 902!]| BBL | | |
- J5L 1
J_IJ JSH PSAPPSRY
AppHost2
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LOADBALANCING AND FAILOVER SETUP

In the instructions below WL _HOME is the directory where WebLogic is
installed, “myserver” is the cluster name. The appssever load balance and
failover configuration steps to follow are:

1. Create two domains per appserver host, e.g. On AppHost1 create a
domain with the JOLT listener (JSL) running at IP port 9000 and the
second domain with JOLT listener running at IP port 9020.

2. Edit
WL HOME\myserver\psftdocs\peoplesoft8\configuration.
properties

= Update the psserver field with a , (comma) separated list of all
domain (JOLT) listeners that need to be load balanced or are part
of the failover setup e.g.

psserver=AppHostl1:9000, AppHost1:9020, AppHost2:9000
, AppHost2:9020

3. Repeat step 2 for all webserver hosts.

ADDITIONAL SETUPS ON APPSERVERS

Besides connecting to the database the Application server may also connect
to other systems depending on how the PeopleSoft system is configured. The
following appserver components need additional high availability
consideration.

Security Manager

The security manager in the application server communicates with Directory
Servers using Lightweight Directory Access Protocol (LDAP) to authenticate
end users and manage their system access privileges. Since the
communication to the Directory Server is LDAP customers can use any LDAP
version 3 compliant server (such as Netscape Directory Server or Microsoft
Active Directory) instead of NDS.

In general Directory Servers use replication to achieve scalability and high
availability. PeopleSoft Directory access architecture has out-of-the-box
support for multi-server directories. This allows PeopleTools security
manager to work with enterprise class, globally distributed directory
implementations. Features such as automatic fail-over in the

event that a directory server is unavailable and referral handling across
distributed directories (e.g. Multi-Domain Active Directory implementations
and/or partitioned NDS trees) are supported.
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Failover

Failover is configured with a space separated list of LDAP servers in the
security manager connect sting. The following instructions show how to
configure PeopleSoft security manager for failover:

Home = PeopleTools = Maintain Security = Setup = Directory Authentication

‘." Directary Setup ‘.I_

¥ Use Directory Authentication
™ Trust Web Authentication

SEerver name: |Idap1 ps.com:3ds ldap? ps.com: 389 Idap3.ps.com: 389

Port: I

User DN: |cn:DirE|:t|:|rg.r hManager

Password: |*'*'*'*'*'“‘*

* suR Search Base: |D:ps

" ONE
" gasg | Filter: Il.lid

ﬁ Sawe

Loadbalancing

Random Server

To load balance authentication requests across multiple directory servers
PeopleCode customizations are needed. The following PeopleCode
implements a simple server selection algorithm for loadbalancing across
multiple servers. The following function just randomly picks an element from a
space delimited string list and moves it to the head. To use it just need add
one line to the getLDAPConfig() function in signon ppc as follows :

NN,
L1177 777 7077077707777 77777777777 777777777777777777777
/117777

getLDAPConfig () reads the LDAP Business Interlink
settings from PS DIRECTORYSETUP
L1177 70 7707707707777 77777777777 777777777777777777777
L1777 77777777777777777777777777777777777777777777777
[/ 7%/
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Function getLDAPConfig/()

&sgl ldapMap = CreateSQL("Select LDAPSERVERNAME,
LDAPUSERDN, LDAPUSERPSWD, LDAPPORT, LDAPSCOPE,
LDAPSRCHBASE, LDAPFILTER from PS DIRECTORYSETUP") ;

&ret = &sqgl ldapMap.Fetch(&host, &cnctDN,
&cnctPWD, &port, &tmpscope, &base, &authAttr);

Evaluate &tmpscope

When 1

&scope = "base"; /* search base entry*/
When 2

&scope = "one"; /* search one level */
When 3

&scope = "sub"; /* search the subtree */
End-Evaluate;

&host = randomHost (&host) ; /F<LKLKLKLLLLLLL

new line <LLLLLLLLL L */

&bConfigRead = True;
End-Function;

Function randomHost (&str As string) Returns string;

&s = &stry;

&not done = True;

&count = 1;

&posArray = CreateArrayRept (0, 0);
&posArray.Len = 0;

While &not done
&pos = Find(" ", &s);
If &pos = 0 Then
&not done = False;
Else
&s = Right (&s, Len(&s) - &pos);
If &count = 1 Then
&posArray.push (&pos) ;
Else
&posArray.push (&pos + &posArray [&count

- 1]);
End-If;
&count = &count + 1;
End-If;
End-While;
&random = Int (Rand() * &count);

If &random = 1 Then
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Return &str;

End-If;
If &random = &count Then
&result = Right (&str, Len(&str) - &posArray
[&posArray.Len]);
&result = &result | " " | Left(&str, &posArray
[&posArray.Len]);
Else
&result = Substring(&str, &posArray [&random -
1], &posArray [&random] - &posArray [&random - 17);
&result = &result | " " | Left(&str, &posArray
[&random - 1]); /* preserves the trailing space */
&result = &result | Right(&str, Len(&str) -
&posArray [&random]) ;
End-If;

Return &result;

End-Function;

Advanced Loadbalancing and Failover

For highly scalable and available systems PeopleSoft recommends a HW
loadbalancer. No PeopleCode customization is needed in this case and the
configuration provides both loadbalancing and failover. To configure a HW
loadbalancer:

= Create virtual IP for the directory servers

= Setup system for TCP loadbalance

= Enable sticky based on client IP address

= Configure PeopleSoft as if only one LDAP server is at Virtual IP

address

= Setup failover for the loadbalancer

The architecture for a loadbalanced security manager is shown below:

DHS
= Weserver Appserver
portal.corp.com IH A 123.123.123.100 -
/' = Wehbserver Appserver
LDAF 1
10.0.2.51
e Wehserver Appserver Port 389/636
0
Flrewall
= Webserver Appserver LOAP 2
10.0.2.52
LDAP Port 389/636
Loadhalancer
10.0.2.50

Port 389/636
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Directory Server Setup
A PeopleSoft system can use one of the following Directory Service systems:

Novell NDS

Novell NDS uses replication and clustering for high availability. Novell
recommends three replicas on three separate servers. It is also possible to
have multiple replicas (copies) of the Directory on one server. There can be
three different kind of replicas: Master Replica (by default this is the first
server that is built), Read/Write replica, Read-Only Replica and Subordinate
Reference Replica (used by the system only). There is only one master
replica per partition at any given time. However, an administrator can
promote/demote servers between these replication roles as required. A
master replica must be available on the network for NDS to perform
operations such as creating a new replica or creating a new partition. For
highest availability it is recommended that the replica master be located on a
clustered NetWare server. Other replicas can reside on any other NDS
supported OS platform. PeopleSoft security manager can run with either of
the first three replicas for authenticating users. NDS uses partitioning for
scalability. For a small system (i.e. few nodes in the directory connected over
a freely routed LAN) the default single partition will suffice. For systems with
complicated network topology (i.e. one or more low bandwidth links) the
replication scheme will require careful planning, partitioning and forming a
replica ring using the Replica Advisor tool. Instructions for configuring NDS
systems are available at the following site:

http://www.novell.com/documentation/

Netscape Directory Server

Netscape Directory server use Single Supplier and multiple Consumer
replication scheme. In this scheme, every directory object must be mastered
by one and only one Directory Server. This mastering Directory Server is
called the supplier server because it supplies the object to other servers.
Servers that receive directory objects from supplier servers are called
consumer server. Replication include provision for whole tree replication,
subtree replication, cascading replication, and multiple subtree replication.
For a small system (i.e. few nodes in the directory connected over a freely
routed LAN) the default whole tree replication will suffice. For systems with
complicated network topology (i.e. one or more low bandwidth links) the
replication scheme will require careful planning, creating subtrees and
selecting proper replication schemes. Instructions for configuring Netscape
Directory server is available at the following site:

http://developer.netscape.com/docs/manuals/index.html?content=directory/41
/de/contents.htm
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Windows 2000 Active Directory

Windows 2000 uses Multi-master replication protocol to achieve scalability
and high availability. In this scheme a highly available system will contain
more than one Global Catalog (GC) and Domain Controller (DC) in the
Windows 2000 forest. In multi-master mode updates are allowed on all
available GCs or DCs and the system uses Knowledge Consistency Checker
(KCC) to keep them in synch. For a small system (i.e. few nodes in the forest
connected over a freely routed LAN) the default replication mechanism will
suffice. For systems with complicated network topology (i.e. one or more low
bandwidth links) the replication scheme will require careful planning of
multiple sites and routes connected with weighted bridges. The following link
provides instructions on how to optimize replication for a large LAN.

http://support.microsoft.com/default.aspx?scid=kb:EN-US;:q244368

Application Messaging & Business Interlinks

PeopleSoft Application Messaging is a server-based architecture that allows
PeopleSoft applications to publish messages in response to the invocation of
business events within the application server. These messages are published
in XML format and delivered to subscribing systems over a secure HTTP
connection. It is not uncommon for a PeopleSoft system to publish across
firewall boundaries via forward Proxy servers. If that is the case we need to
make sure that a highly available forward proxy capability be available for the
application servers to use for publishing the information.

PeopleSoft Business Interlinks architecture is a plug-in framework for
PeopleSoft applications to invoke third-party APIs over the internet. Different
vendors support different methods for invoking their APIs—including object
technologies such as COM, CORBA, EJB; programming language-specific
interfaces for C or C++; or interfaces based on HTTP and XML. When a third-
party system is hosted remotely Business Interlinks framework make
invocations in XML format over a secure HTTP channel. In this respect our
availability requirement is the same as that for Application Messaging.

The following setup shows a highly available forward proxy architecture for
both Application Messaging and Business Interlinks:
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DNS

Weserver Appserver

——\ ]
Wehserver Appserver W

portal.corp.com IH A 123123123100

A

| - LDAP
| = Wehserver Appserver
Laadbalander S |
Irevvall

= Wehserver Appserver |

LOAP
Forward Proxy 1
10.0.1.51 s Forward Prozy

Port 80/443

Loadbalancer
10.0.1.50
Port 80/443

Forward Proxy 2
10.0.1.52 —
Port 80/443
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Chapter 5 Database Server Clustering

PeopleSoft does not provide any support for Database Clustering. It is up to
the customers to investigate and select one of the PeopleSoft certified
Databases and one of it's (database’s) supported clustering mechanisms for
their applications. Following is a general overview of the various types of
clustering configurations available for a database type that can be used with
a PeopleSoft system.

Microsoft SQL Sever Clustering

Microsoft SQL server supports Active/Passive clustering for SQL Server 7
and both Active/Passive and Active/Active clustering on SQL Server 2000. In
the active/passive mode one node is primary and the other is a backup, both
nodes share a highly available disk array which is dynamically “owned” by the
active node in the cluster. In the active/active mode both the nodes are active
but they are active on different databases. The first node is primary for say
database A and backup for database B. The second node in the cluster is
backup for database A and primary for database B. The nodes share two
highly available disk arrays, one for database A and the other for database B
with “ownership” of each belonging to the respective active unit. In the event
of a failure of one of the nodes the backup database instance on the
functional node assumes active role. Under these circumstances the
functional unit takes ownership for both the disk arrays and runs both
database A and B. With Windows 2000 Datacenter it is possible to do a 4
way active/active clustering but the concept of sharing remains the same.

The following link provides a list of documents about database clustering in
the Windows NT/2000 environment for SQL Server 7 and 2000.

http://www.sql-server-performance.com/clustering resources.asp

IBM DB2 Universal Database Clustering

Depending on the HW platform chosen for DB2 UDB there exists different
clustering configurations for high availability. In operation the clustering
schemes are similar and consists of sharing a highly available disk array
among multiple nodes in a cluster. The following link provides information
about various DB2 UDB related documents and papers:

http://www-4.ibm.com/software/data/pubs/papers/#dbpapers

HACMP

IBM DB2UDB uses High Availability Clustered Multi-Processing (HACMP) on
AIX platform for providing a highly available computing environment. HACMP
facilitates the automatic switching of users, applications, and data from one

Copyright © 2009 Oracle, Inc. All rights reserved. 192



10/12/2009 Clustering and High Availability for Enterprise PeopleTools 8.4x — 8.5x

system to another in the cluster after a hardware or software failure. An
HACMP cluster is a group of 2 to 32 IBM RS/6000 servers, configured to
provide highly available services by sharing highly available disk arrays
amongst the cluster nodes. A complete High Availability setup includes many
parts, one of which is the HACMP software. Other parts of an HA solution
come from AlX and the logical volume manager (LVM). The following
document provides instructions to create and test an HACMP configuration:

http://www-4.ibm.com/software/data/pubs/papers/db2eeeaix/db2ee-

aixhacmp.pdf
MSCS

IBM DB2UDB uses Microsoft Cluster Server (MSCS) on Windows NT/2000
platform for providing a highly available computing environment. Similar to
HACMP a complete High Availability setup includes many parts, one of which
is the MSCS software. The following document provides instructions to create
and test an MSCS configuration for DB2 UDB:

http://www-4.ibm.com/software/data/pubs/papers/mscseee/mscseee.pdf

SUN Cluster

IBM DB2UDB uses Sun Cluster on Solaris platform for providing a highly
available computing environment. Similar to HACMP a complete High
Availability setup includes many parts, one of which is the SUN Cluster
software. Other parts of an HA solution include a volume manager, which can
be either Solstice DiskSuite or VERITAS Volume Manager. The following
document provides instructions to create and test a Sun Cluster configuration
for DB2 UDB:

http://www-4.ibm.com/software/data/pubs/papers/suncluster/suncluster.pdf

Oracle (OPS/RAC)Clustering

Oracle Parallel Sever (OPS) renamed to Oracle Application Cluster (RAC) for
Oracle9i uses the Parallel Fail Safe (PFS) feature to provide a redundant and
fault resilient parallel database architecture. Fault resilience is achieved by
implementing the ability to recover from (N-1)-node failures in an N-node
cluster. In this scheme, as long as one cluster node is available, Oracle
Parallel Server can dynamically reconfigure and keep processing transactions
for all the databases, albeit at reduced capacity of 1/(N —1). OPS provides
both warm and hot standby modes. Documentation on concepts, install and
administration of PFS can be obtained from:

http://otn.oracle.com/docs/deploy/availability/content.html
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IBM Informix Dynamic Server (IDS) Clustering

IBM Informix has two modes of high availability configuration — High
Availability Data Replication (HDR) and Enterprise Replication.

HDR allows a central database server instance to be replicated to a single
secondary server. This form of data replication creates a “hot” standby server
in case of failure at the primary site. HDR enables the primary and secondary
servers to switch roles automatically, without operator intervention. The
secondary server can become the primary server in as few as five seconds.
The primary and secondary servers can be located anywhere —in the same
computer room or geographically separated.

Enterprise replication provides a scalable platform for supporting the high
demands of enterprise wide data replication systems. In this scheme an
efficient log-based transaction capture and parallel distribution mechanism is
implemented, which is integrated with the database architecture. HDR has
also used a similar mechanism but restricts the distribution to a backup node
only whereas Enterprise Replication implements a bidirectional replication
with other active nodes.

Additional information including white paper can be accessed at:
http://www-4.ibm.com/software/data/informix/ids/

Sybase ASE Companion Server Clustering

Sybase Replication Server

Sybase Replication Server uses the Warm Standby feature, where databases
are kept in close synch using a database replication mechanism. The primary
and secondary servers can be located anywhere —in the same computer
room or geographically separated. For High Availability Replication Server
12.1 and above supports the HA Fail-over feature of Sybase ASE 12.5in a
cluster configuration.

The following link provides documents to configure Sybase Replication
Servers:

http://www.sybase.com/products/eaimiddleware/replicationserver

Sybase Adaptive Server Enterprise (ASE)

Sybase Adaptive Server Enterprise (ASE) uses Companion Server option to
integrate with third party Hardware and Software High Availability Solutions.
This option allows to configure 2 Adaptive Server Enterprise servers as
companions in either asymmetric (master-slave) or symmetric companion
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(active/active hot standby) configuration to create a hot standby capability.
Companion Server option works with the following high availability solutions.

» Sun Microsystems — Sun Cluster
* IBM (AIX) — HACMP

* Hewlett-Packard — ServiceGuard
» Compaq — TruCluster

* Microsoft — Windows NT MSCS
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Appendix A — Special Notices

All material contained in this documentation is proprietary and confidential to
Oracle Corporation is protected by copyright laws, and subject to the
nondisclosure provisions of the applicable Oracle agreement. No part of this
documentation may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, including, but not limited to,
electronic, graphic, mechanical, photocopying, recording, or otherwise without
the prior written permission of Oracle Corporation.

This documentation is subject to change without notice, and Oracle
Corporation does not warrant that the material contained in this
documentation is free of errors. Any errors found in this document should be
reported to Oracle Corporation in writing.

The copyrighted software that accompanies this documentation is licensed
for use only in strict accordance with the applicable license agreement, which
should be read carefully as it governs the terms of use of the software and
this documentation, including the disclosure thereof. See Customer
Connection or PeopleBooks for more information about what publications are
considered to be product documentation.

Oracle, PeopleSoft, the PeopleSoft logo, PeopleTools, PS/nVision,
PeopleCode, PeopleBooks, and Vantive are registered trademarks, and
PeopleTalk and "People power the internet." are trademarks of Oracle
Corporation. All other company and product names may be trademarks of
their respective owners. The information contained herein is subject to
change without notice.

Information in this book was developed in conjunction with use of the product
specified, and is limited in application to those specific hardware and software
products and levels.

Oracle may have patents or pending patent applications covering subject
matter in this document. The furnishing of this document does not give you
any license to these patents.

The information contained in this document has not been submitted to any
formal Oracle’s PeopleSoft test and is distributed AS IS. The use of this
information or the implementation of any of these techniques is a customer
responsibility and depends on the customer's ability to evaluate and integrate
them into the customer's operational environment. While each item may have
been reviewed by Oracle’s PeopleSoft for accuracy in a specific situation,
there is no guarantee that the same or similar results will be obtained
elsewhere. Customers attempting to adapt these techniques to their own
environments do so at their own risk. Any pointers in this publication to
external Web sites are provided for convenience only and do not in any
manner serve as an endorsement of these Web sites.
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Appendix B — Validation and Feedback

This section documents that real-world validation that this Red Paper has
received.

CUSTOMER VALIDATION

PeopleSoft is working with PeopleSoft customers to get feedback and
validation on this document. Lessons learned from these customer
experiences will be posted here.

FIELD VALIDATION

PeopleSoft is working with PeopleSoft Global Services to get feedback and
validation on this document. Lessons learned from these field experiences
will be posted here.
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